SYSTEM OVERVIEW AND THEORY

In the beginning

The White Rabbit put on his spectacles.  “Where shall I begin, please your Majesty?” he asked.

“Begin at the beginning,” the King said, very gravely, “and go on till you come to the end; then stop.”

From Alice’s Adventures in Wonderland
By Lewis Carroll

1. 486 SYSTEM REVIEW

Unscheduled Downtime

 

The weakness of the old 486 configuration was the failsoft capabilities of cross system journaling (CSJ). The original intent of CSJ was to reduce the amount of downtime in the event of physical disk failure on a file server. A mirrored copy of the file server disk is maintained on a shadow server by CSJ for quick system recovery. The paradox is that in many instances the medicine had been worse than the disease. Most unscheduled system downtime is not caused by disk failures on a file server, but instead it is caused by disk-to-disk copies needed to re-synchronize the shadow servers. Field experience has shown that unscheduled downtime to address file/shadow synchronization errors is the norm, physical disk failure on the file server is the exception.

 

Addressed by online/unattended backups which obviates the need for cross system journaling.

Discrete Scalability

 

In order to increase capacity of the current 486 configuration, in terms of either user capacity or storage capacity, it is necessary to place additional nodes in the configuration, either compute servers for greater user capacity, or file/shadow pairs for greater storage capacity. Each time a node is added to the configuration it yields a diminished return. This is because there are more systems for IRM administer, translation tables become larger and more complex, DDP traffic on the network increases, the number of single points of failure increases, and time needed to perform system management tasks increases. All of these things combine to create an artificial limit to the scalability of the configuration. Attempts to go beyond this size produce a system that is difficult to manage and one that collapses under its own weight.

 

Addressed by the extensible nature of that alpha/nt configuration.  Hardware components can be independently upgraded without adding additional nodes to the configuration. Which provides a platform that is continuously scalable as opposed to one that is discretely scalable.

Inadequate Diagnostic Tools

 

In the current 486 configuration is it often difficult to identify and quantify bottlenecks on a system. There is no utility that can be used to examine resource utilization at the operating system level. RTHIST and an artful interpretation of its data has been the only tool available.

 

Also, there is not currently a good diagnostic tool to differentiate between crashes of an application and a crash of the operating system. On a single threaded operating system they are one in the same. This makes identifying and fixing application crashes extremely difficult.

 

System monitoring is addressed by nt’s powerful performance monitor application.

 

Application crashes are addressed by nt design philosophy of protected application subsystems which allows an application to crash without crashing nt or other applications.

Single Threaded Disk I/O

 

As disks are added to the current 486 configuration there is not a corresponding increase in disk I/O throughput. As disk I/O demands increase with the implementation of Before Image Journaling (BIJ) the problem of single threaded DOS I/O will be compounded. Observation of system performance in the field indicates the disk I/O is the primary bottleneck in the 486 configuration.

Addressed by NT’s multithreaded design and by HSZ50 intelligent controller

Single Threaded OS

 

Backup of Database Softcopy

 

The current backup strategy specifies that backups be performed on the shadow servers which maintain a soft copy of the file server database. That premise is based on the assumption the shadow server database contains exactly the same data as the file server database. This has been shown to not always be true. The shadow server copy can be compromised by either a failure of CSJ or by human error. All failsoft recovery procedures are based on the premise that the file and shadow server databases are synchronized. If this premise is not true then all standard recovery procedures are invalid.

 

Addressed by online/unattended backups which backup the live copy of the database.

 

2. NT-DHCP Configuration Design Philosophy

 

Several design rules were used to determine the NT-DHCP configuration. Each proposed change to the configuration was compared against this list:

 
Scalable - Must scale to accommodate increased data storage requirement and increased user load

 
Open platform - Must provide a platform that provides a way for non M applications to run concurrent to, and be integrated with, M applications

 
Reduce the number of moving parts - The number of pieces in the configuration must be kept to a minimum.

 
Modularity - All components must be modular and completely interchangeable

 
Keep it simple - All things equal, simpler is always better

 

3. SUMMARY

 

This NT configuration uses a two CPU solution and NT clustering to achieve redundancy. This configuration no longer separates function as does the current 486 solution (i.e. compute server, print server, file server, shadow server), but integrates all of these functions into one machine. The system then becomes a DHCP server. 

The functionality of the file servers, computer server and print servers are provided by placing the database, users and TaskMan all one the single system. Shadow server (i.e. backup) functionality is provided through online and unattended backup, and the TCP/IP functionality of the GSA system is provided through NT’s native TCP/IP capabilities.

