Logical Disks and Beyond

“I know what you’re thinking about,” said Tweedledum; “but it isn’t so, nohow.”

“Contrariwise,” continued Tweedledee, “if it was so, it might be; and if it were so, it would be; but as is isn’t, it ain’t.  That’s logic.”

From Through the Looking Glass
By Lewis Carroll

Disk configuration overview objective

At the end of this module you will understand how the HSZ50 organizes independent physical disks into logical disk drives that use RAID technology to improve performance and provide redundancy
.  

Disk layout and nomenclature  

HSZ 50 has two host interface connectors and 6 SCSI-2 connectors.  It allows two hosts (computers) to be simultaneously connected to a common disk farm.  However, only one host can control the disks at a time.

Storage is seen in two different ways:

1.   From the controller SCSI-2 device interface - At the physical device level

2. From the host interface - At the virtual device level

Physical device level

Disks are addressed by their position within the storage bays.  They are addressed by three pieces of information which are:

· SCSI channel

· Target ID (or disk number)

· Logical Unit Number (or LUN) which we do not use and always has a value of 0

Virtual device level

Virtual devices are also referred to as logical devices.  The HSZ50 combines individual physical drive together to form logical drives.  Usually, these logical units are implemented as a form of RAID drive to improve performance or redundancy, or both.  The most commonly used RAID levels are:

· Level 0 - Stripe sets.  These do not provide redundancy but are very fast.

· Level 1- Mirror set.  Offers complete redundancy with good throughput.  Uses disks at 50% of their capacity

· Level 5 - Striped with parity - Offers complete redundancy but very poor performance when writing to disk.  Used primarily for read-only applications.  Uses disks at a higher percentage than mirror sets (less wasted space).

Figure 1 - database logical view[image: image1.wmf]Power
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Physical device level

Disks are addressed by their position within the storage bays.  They are addressed by three pieces of information which are:

· SCSI channel

· Target ID (or disk number)
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Logical Unit Number (or LUN) which we do not use and always has a value of 0

Logical Disk Addressing 

The physical disks within the HSZ are then combined into logical units and named.  These logical units are all forms of RAID.  This is the actual disk configuration used in the training computer room.  
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The previous diagram shows both physical and logical disks while the following table describes the relationship between the various level of abstraction.

	HSZ unit name
	Function
	Components
	Description

	
	
	
	

	M1
	Mirror set 1
	DISK100+DISK600
	Mirror set 1 of data disk

	M2
	Mirror set 2
	DISK200+DISK500
	Mirror set 2 of data disk

	M3
	Mirror set 3
	DISK300+DISK400
	Mirror set 3 of data disk

	M4
	Mirror set 4
	DISK110+DISK610
	Mirror set 4 of data disk

	M5
	Mirror set 5 
	DISK210+DISK510
	Mirror set 5 of data disk

	M6
	Mirror set 6
	DISK310+DISK410
	Mirror set 6 of data disk

	
	
	
	

	OPENMDATA
	M1+M2+M3+M4+M5+M6
	OpenM database disk 
	Stripe of M1-M6 Using RAID 0+1

	AIJ_BIJ
	Journal Mirror set
	DISK150+DISK650
	Mirror set for journal disk

	Openm_BEI
	Application mirror set
	DISK250+DISK550
	Mirror set for applications

	Scratch
	Scratch drive stripe set
	DISK350+DISK450
	Stripe set for scratch disk

	
	
	
	


Logical disks are created using the RAID Manager software that came with the HSZ50.  Here is an example screen capture of how the software views the disks that it controls.  
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Clustering


Clustering software provides the intelligence that prevents both hosts from accessing disks at the same time.  Clustering uses rules to determine which host is in control of the disks and shows the disks only to the appropriate node.  To make sure that only one node is in control at a given time the secondary node polls the primary node asking if it is still there.  If the primary node responds, then all is well and the secondary node goes back to sleep.  However, if the primary node doesn't respond the secondary node will keep trying, if after a designated time interval, the primary node still doesn't respond the secondary node will become primary.


Clustering is used to define failover objects which can be managed by the clustering software.  Failover objects are categories of objects that clustering can understand and manage between the primary and secondary nodes.  The different types of objects are:

· Disk

· IP

· Applications

· Shares
Below is an actual display from clustering software on our training system.  Your actual site display will be very similar.
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Actual data values for a Script Object.
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Disk Administrator

The next level is to view the disks from within NT using disk administrator.  Here is what they look like:
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NT Explorer
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The Y drive is a 2gb mirrored drive that contains the following:

· Application files for the OpenM and Ultrabac applications

· The rou dataset for the VISTA environment which contains all VISTA routines

· The zaa dataset for the VISTA environment which contains all scratch globals (e.g. ^TMP, ^UTILITY etc.)

· The backup directory which contains all backup log files from the daily VISTA backups
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The W drive is a 12gb mirrored and striped disk (RAID level 0+1) which contains only VISTA database files.  Additional drives can be added and database files placed on those new disks.  The U and V drive designators have been reserved in our naming scheme that allow you to add additional disks and use these drive designators which allows us to keep the disk lettering contiguous.  
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The X drive is a 2gb mirrored disk that contains all Write Image Journaling (WIJ) files and all After Image Journaling (AIJ) files.  The WIJ files are fairly small and static so almost the entire 2gb is dedicated to the AIJ files.
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Local bus overview

The systems actually contain two SCSI controllers.  Until now we have only considered the KZPSA, which controls the database disks and is shared between the two systems.  A second controller, the QI10wnt, is a separate bus dedicated to devices that are only local to the machine.  Having a separate bus for each system allows the local controller to manage all system disk over-head so that database access does not suffer.  It also allows us to place tape devices in a separate drive array so we do not consume valuable drive bays (connected to the HSZ50) with tape devices.   The diagram on the next page illustrates the system disk configuration and its connection to the QI10wnt controller.

[image: image14.png]Y Exploring - (C:)

Fie Edt View Icos Hep

MEIE

EXC— R T

5 betep ome [ s
53 My Computer [SHDHCT) (Dover Fie Folder
S 34 Floppy 4] Hofes Fie Folder
olE newbackup File Folder
=2 s[D 1‘ - Nreskit File Folder
S Soralet Program Files File Folder
S Dpeaa ) Raid Fie Folder
S Operhd_BEI ¥ Recycler File Folder
3% & 5ms Fie Folder
Srepi2 Fie Folder
{88 Control Panel
(& Printers (3 Steam File Folder
Network Neighbarhood technet Fie Folder
Recyele Bin e Tene Fie Folder
B My Biefease et Fie Folder
[ autossec bat KB M5DOS Batch File
) Confgos KB System e
Sloss KB System e
5] Modossys KB System e
3] pagefie.sys 393216, Systemfe
B Tetdat KB DAT Fie

23 obiectl] [384MB (Disk free space: 746MB)





The C: drive contains the NT operating system and files that are not shared between the clustered systems.  
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Summery

· Physical disks  -  Managed by the HSZ50, which uses a user defined RAID levels to create named Logical (sometimes called virtual) drives

· Logical disks  -  Managed by the HSZ and presented to the operating system.  The HSZ masks the fact that these logical disks are actually comprised of smaller physical disks

· Cluster Alias  -  Provides the intelligence to arbitrate access to the disk farm between the two hosts.  It makes sure that only one host at a time has the disks on line

· Disk Administrator  -  Takes logical disks and assigns drive letters to them

· NT Explorer  -  An example of an application that runs on NT that can view and use files stored on the drives

Review questions

1. Your VISTA database is becoming very full.  You would like to move some datasets to a new drive so that you can expand them but you must create this drive first.  You would like to add another drive (the V drive) which will be 8gb of VISTA database storage using 2gb drives.  Which RAID level should you use?  How many disks will you need to create the V drive?

2. A doctor at your site has just been awarded a research grant.  As part of the study she must  run an M based routine that will search the database once a week and write out pertinent data to a file.  The file will be 5.5gb in size and she is willing to purchase any disks that you will need.  Because the search is so extensive it is very important that disk writes be very fast to make this process as quick and painless as possible.  The search can be rerun at any time if it should fail.  Which RAID level would you use?  How many disks should you ask for?

3. You installed a new test patch last week and you saved the old routines in c:\temp\important.rtn.  The test patch failed and you must now restore the original routines.  When you type in the path of c:\temp\important.rtn is says that the file does not exist.  What may have happened (short of it being deleted) that would explain this?

4. When you went into the computer room this morning you noticed that the amber light on DISK100 was flashing (indicating that the drive has failed).  Yet VISTA is still running and all of the drives appear to be fine when you use NT Explorer to view them.  Why?
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