Speaker notes: clustering

1. March down the objects in the slide, disks thru IP failover

2. Must start and stop applications, Like OpenM with scripts on next pages

3. Show the start script

4. The started M will do lat advertising but telnet need IP alais

5. Top address is the ALIAS and where they downloaded the training files from

6. Build the objects, put them in the group in order

7. Temporary disable failover, to install software or when problems exist on the other node

8. No difference in nodes no need to failback

9. Private network, 2nd card, private hub, cluster chatter

10. Shows the Storage Shim, the tool clusters users to control if the drives can be seen, so both nodes should never see the database at the same time.

11. The big view, show the shared drives connected but seen by only one

12. Essential for clusters-first place to look for problems-sometimes need restart with password

13. Cover thin client and security-depends on TCP/IP

14. Remotely possibly –total control-troubleshooting

