Clustering
Digital NT clustering creates highly redundant systems by logically combining two systems that appear as one to the users.  Clustering provides the software intelligence to ensure that only one of the two nodes is active at any one time.

Clustering components
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Failover objects are the things that Cluster Manager actually fails over and represent the building blocks of clusters.  They fall under the following headings:

· Disk  -  Used to bring disks online or offline.  Remember that only disks on the shared SCSI drive can be defined to clustering.  Local disks cannot be managed by Cluster Manager.

· Script  -  Text command file (or batch files) usually used to start and stop user applications

· IP Alias  -  Maps a pseudo IP address to the actual IP address.  This allows the active cluster system to always use the same IP address 

· Shares (not currently used in the VISTA configuration)  -  Used to create failover objects for NT level shares

Failover Script Contents
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Start_OpenM.cmd

@echo off

net send %COMPUTERNAME% OpenM_Group starting on %COMPUTERNAME% > nul

IF NOT EXIST C:\FAILOVER\NTA GOTO NTB

:NTA

IF EXIST Y:\NUL GOTO NTA_ONLINE

sleep 10

GOTO NTA

:NTA_ONLINE

START Y:\OPENM\BIN\CSS START NTA

GOTO END

:NTB

IF EXIST Y:\NUL GOTO NTB_ONLINE

SLEEP 10

GOTO NTB

:NTB_ONLINE

START Y:\OPENM\BIN\CSS START NTB

GOTO END

:END

Stop_OpenM.cmd

@echo off

net send %COMPUTERNAME% OpenM_Group stopping on %COMPUTERNAME% > nul

IF NOT EXIST C:\FAILOVER\NTA GOTO STOPNTB

:STOPNTA

CMD /C Y:\OPENM\BIN\CSS STOP NTA

GOTO END

:STOPNTB

CMD /C Y:\OPENM\BIN\CSS STOP NTB

GOTO END

:END

IP Alias
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The IP alias place a third IP address "in front" of the actual IP addresses on the ethernet cards.   When clients connect to the IP alias the cluster software will route that request to the primary cluster node.  This allows clients to refer to the primary cluster node regardless of where it is running.  Without the IP alias the clients would have to update the IP address whenever a failover occurs!  

  The NETBOIS name is very similar.  It is an alias NETBOIS name can be used to reference the system.  Remember that because this is a NETBOIS name it will be registered with all of the national WINS servers, so it must be unique within the entire VA.  Prefixing it with VHAxxx (where xxx is you 3 letter site abbreviation) will guarantee that your name is unique.  VHAxxxVISTA is a standard, yet unique, convention that can be used nationally.
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The first screen capture is from the secondary cluster node.  Note that NT only shows one IP address for this node; the address attached to the ethernet card.  The bottom screen capture is from the primary cluster node and shows two IP addresses.  First the alias (1.135) and then the actual IP address attached to the ethernet card.  When a cluster failover occurs the first two lines of the display will be reversed and the Cluster 

Failover groups
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Once failover objects have been created they must be logically linked together into a failover group.  

· Failover groups must contain at least one failover object.  

· Order is important.  Clusters will process each object sequentially so dependencies must be taken into account.  For example, because OpenM is dependent upon the database disks, the disks must be brought online before the database startup script is run!
· The failover process is an all-or-nothing proposition.  If any failover object contained in the group fails to start, then the entire groups will fail to come on line.
When clustering is first set up all of the failover objects will appear in the right window pane called Available Failover Objects.  The middle arrows are then used to move each object from the Available Failover Object pane to the left window pane called Group Contents.  Remember that order is important and objects must be added in the correct order:  Disks, IP failover objects, and then scripts.

Failover settings
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Failover tab  -  Allows you to disable automatic failover for a group.  This could be used if you would like to reboot the primary system but you do not want the system to fail over during the reboot.  This is sometimes used when performing certain maintenance tasks or special trouble-shooting.  If you use the feature always remember to clear the flag when finished or you will disable the automatic failover feature of the clustering software!

Failback tab  -  Determines whether the failover group will remain running on the secondary node if the primary node were to fail and then reboot.  Always select Remain On Failover Server to avoid slamming users back and forth if the failed node is unstable.

The Private Network
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In order to run clustering, each server must have at least two ethernet cards.  The first to be connected to the public network to allow users to connect to the server, the second card is used exclusively for cluster inter-node communication.  This communication is how the secondary node knows whether the primary node has failed.  

At regular intervals the secondary node sends the primary node an “are-you-still-there?” packet.  If the primary node responds, then all is well and the secondary node will wait a while before asking again.  

However, if the primary node has failed it will not respond to the secondary servers query.  The secondary server will continue to ask, but, if after a couple of minutes the primary still doesn’t respond the secondary node will begin the failover process for all failover groups.  

The private network is required for two reasons:

1. It ensures that network traffic problems on the public network do not cause “false” failovers

2. The software will become confused if it sees the other cluster member available over more than one path which may cause unpredictable behavior.

The Cluster System at a Glance
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Note that VISTA server 1 is acting as the primary server and its connection to the disks is active.  All the objects defined by the OpenM group are active on that server.   The red connection from VISTA server 2 to the disks shows that the physical connection path to the disks still exists, but access to the disks has been blocked by the cluster software.  Remember that the cluster software provides the intelligence ensure that only one server can access the disks at a given time.

 Failover in the VISTA environment
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There are two types of failovers that can occur, automatic and manual.  

Automatic failover  -  These are controlled by the system and occur when the primary node fails.  It will attempt to shut down OpenM cleanly and then bring the OpenM group online on the secondary server

Manual failover  -  These are controlled by the system administrator through the Digital Cluster Administrator application.  From within cluster administrator select Manage\Manual Failover and the dialogue box shown above will appear.  When performing a manual failover it is better to always shut down OpenM manually to be certain that OpenM has shut down cleanly and completely before beginning the failover.  Manual failover may be used when installing new software that must be installed on both systems or when troubleshooting system problems.  To failover, simply click the Failover button.

Shutting down OpenM does not cause the system to fail over.  OpenM is only one component of the failover group and failovers can only be done for a failover group, not one of its components.

Cluster Services
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The clustering software actually runs as four separate servers as shown above.  The service software actually logs to the domain and is granted special rights on the system that allow it to run in the background as a service.  The password of this account must never be changed on the domain controller, otherwise the cluster service will fail to start.  Without clusters running the VISTA environment will not start.  These services should always be running and configured to start automatically.
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