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1. The previous null device setup was incorrect.  Use the new one in the device setup section.
2. Instructions have been added in the Post-Conversion section the show how to define TCP/IP printers to be served from the system.
3. Clarifications to running ZZWFON* utilities.
4. Removal of TCP poller option from automatic startup.  We no longer need poller for mail.
5. Inserting a dummy %ZHALT routine to prevent annoying errors.
6. Tip:  If a process ever gets stuck and you cannot RESJOB the process, and its device must be released you can use the ^TTYFREE utility to release the device of the stuck process.
7. Added post-conversion steps to setup the test account on node 3.
8. VISTA-NT CONVERSION CHECKLIST
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* The latest version of this document is available at ftp.intersys.com/customers/va (Username=va; Password=VitaminK)

OVERVIEW

With the advent of truly networked systems utilizing NT to link to other VA servers, DHCP has moved from being simply the servers for the hospital database to a true VistA system. This document is intended to provide a checklist of procedures to be performed in order to convert a DHCP-486 site to Alpha VISTA-NT Implementation (AVANTI).

Unlike previous conversions, wiring and connectivity will remain the same, only data will have to be transferred over to the new system.  Data will not have to be copied over the network as was necessary in the PDP-486 conversions.  The database files will be directly mountable by the new system.  

The conversion checklist is intended for IRMFO and Site staff.  It is assumed that all hardware has been shipped fully configured and is in working order.  However, if this is not the case, or any portion of the configuration need to be re-installed, those procedures can are listed in detail beginning in section 4 - Hardware Setup.

The term “DHCP” can cause confusion in NT environments.  To most VA personnel, DHCP stands for the VA’s Decentralized Hospital Computer Program – the computer systems on which hospital data is stored.  To NT systems managers, DHCP stands for Dynamic Host Configuration Protocol, which is used to "loan" IP addresses to workstations from a pool of available slots.

We will use the term” DHCP database” to refer to the existing VA database on the 486 systems, which will be migrated to the VistA database.  Once moved to the new Alpha systems and converted to an OpenM database, it will be referred to as VistA (Veterans Health Information Systems & Technology Architecture) or the VistA database.  When discussing NT server communications, we will use the term to denote Dynamic Host Configuration Protocol.

1 PRE-CONVERSION PREPARATION

1. Fill out and return the pre-conversion site questionnaire to DEC.  Without this information, neither DEC nor the VA can guarantee installation and setup.

2. Verify that the equipment listed on the delivery packing slip is accounted for.  A hardware contractor will be on site to assemble the hardware and verify that it is in working order.

3. Install a phone line for dedicated VistA use.  For full redundancy, two dial-in lines should be available to the system.

4. Determine the NT domain model that will be used.  If an NT domain already exists, then VISTA will simply participate in that domain.  Verify that the Administrator’s password is known before the conversion.

5. Verify no duplicate globals exits. It will cause problems with the data conversion.  This step is very important!

6. Identify network connection point where twisted pair will connect into DHCP and Domain server network.  Have appropriate transceivers, or repeaters, or both make this connection.

7. Determine whether DDP groups are used in the production environment.  They will have to be removed prior to the conversion for dejournaling purposes.

8. Identify all local code modifications and locally written routines.  This is the code that you are most likely to be troubleshooting after the conversion.  It will be handy to have an inventory of these routines.

9. Determine how routines will be moved to the new system.  Prepare a 4mm DAT on PSA Monday night when disk-to-disk copies are performed in case a reboot is required to activate the tape drive.

1.1 Inventory List

Many of the following items should already be installed or on site, but it can be very useful to have these items just in case:

Alpha Firmware Update v4.8 (on Conversion CD) Available at –


http://ftp.digital.com/pub/DEC/Alpha/firmware/readmes/alpha1000a.html

KZPSA SCSI controller driver/configuration diskette

BEI software version 4.1 or better (The latest version can be downloaded from –

http://www.canfield.com/bei/ftp/.)

Conversion Floppy that contains conversion utility files (supplied by IRMFO’s)

Conversion CD (from Digital)

NT 4.0 Server CD ROM with CD key on the back

NT 4.0 AS1000A 5/xxx HAL diskette

DE500 Windows NT driver v2.7.  Available at –


ftp://ftp.digital.com/pub/DEC/adapters/ethernet/de500/release/

Microsoft TechNet CD March 1997 or later

Microsoft Windows NT Server 4.0 Resource Kit

Post-SP2 HotFixes: KRNL40A, RAS40A, RPC40A, WTCP40A, Alpha – Available at -ftp://ftp.microsoft.com/bussys/winnt/winnt-public/fixes/usa/nt40/hotfixes-postSP2/

The SWCC Intel client requires a patched OLEPRO32.DLL for direct serial connection.

FX!32-Available on conversion CD, http://www.service.digital.com/fx32, and the Internet Roadmap CD?

1.2 Validate All DHCP Data Volumes

· Run ^VALIDATE on your database.

1.3 Verify HSZ50 Configuration

· Verify the RAID Array configuration, according to the Appendix.

1.4 Verify NT Domain Environment

The local resource domain should be able to authenticate NT logons through the appropriate master domain.  In addition, a one way trust must exist between the sites local resource domain and the master resource domain.  This will allow for resource sharing between the new VISTA environment and other NT resources within the site’s local resource domain.

2 Install Windows NT

Windows NT will be installed on disk0 for each computer.
  Before you get started be sure that you have the following:

· If you are doing an early (?) conversion, then Digital may have to reconfigure the physical location of the ethernet and video cards.

· Windows NT Server Version 4.0 Installation CD-ROM.

· Five to twelve (dependent upon number of systems purchased) unused IP addresses from your network manager to be assigned to the new system

	
	Cluster Server #1
	Cluster Server #2
	Server #3
	Server #4

	1st DE500
	1 IP Address
	1 IP Address
	1 IP Address
	1 IP Address

	
	OpenM Telnet/FTP IP Failover Object
	
	

	2nd DE500
	1 IP Address
	1 IP Address
	1 IP Address
	1 IP Address

	RAS Pool
	2 IP Addresses
	
	


· The address(es) of your site’s default gateway router.  You should know whether your site has implemented an NT resource domain, and you should know an administrator’s password to allow this system to join that domain.  If your site does not use an NT office automation system then you will not need this information; a domain will be created during the cutover process.

2.1 Installation of Windows NT PDC & Cluster Servers

If the site needs to create an NT Domain, the 3rd server will act as the PDC and must be installed prior to the installation of the 2 cluster servers.  Otherwise, the 3rd server can be a BDC or NT Server.  The steps for installing NT server are outlined below.  The steps that apply to all servers, those that apply only to the clusters servers, those that apply only to installation of the 3rd server as a PDC, and those that apply only to the installation of the 3rd server as a BDC are indicated as follows:

	All Servers
	(

	Cluster Servers Only
	(

	3rd Server as PDC
	(

	3rd Server as BDC
	(


2.1.1 Pre-Setup Configuration

· Verify the servers are configured with the PCI options as follows:

	Server/
Slot #
	EISA Slots
	PCI Primary Slots
	PCI Primary Slots

	
	EISA1
	EISA2
	11
	12
	13
	1
	2
	3
	4


	xxxDHC1
	empty
	empty
	KZPSA
	#9 VGA
	DE 500
	DE 500
	KZPDA
Qlogic
	empty
	empty

	xxxDHC2
	empty
	empty
	KZPSA
	#9 VGA
	DE500
	DE 500
	KZPDA
Qlogic
	empty
	empty

	xxxDHC3
	empty
	empty
	KZPDA
Qlogic
	#9 VGA
	DE 500
	DE 500
	KZPDA
Qlogic
	empty
	empty

	xxxDHC4
	empty
	empty
	KZPDA
Qlogic
	#9 VGA
	DE 500
	DE 500
	empty
	empty
	empty


· Record the hardware Ethernet addresses for each DE500 network adapter as you move from its original location to its final location.

· Verify that SCSI termination resistors on the KZPSA adapters are removed.

· Prior to the installation of Windows NT, shutdown the HSZ50 controllers by typing “SHUTDOWN OTHER”, then “SHUTDOWN THIS” at the command line prompt.

· Upgrade the Alpha BIOS to v5.28.  Press <F2> to bring up the Alpha BIOS Setup menu. Choose “Upgrade Alpha BIOS” from the menu.  Enter the firmware or version 3.9 of the Alpha Firmware Update CD.  Type “list” at the Update prompt to compare firmware versions on the CD and in the system.  Type “update” to continue with the update.  Finally, type “exit” and let the system re-initialize.   (A firmware diskette can be created copying FWUPDATE.EXE from the Conversion CD (Z:\) to a DOS-formatted diskette.) 

· On server 3, use the Alpha BIOS Hard Disk setup to create a partition on each of the four drives and quick format as FAT. (This will avoid crashes during setup.)

· KZPSA SCSI ID setup - Verify that the SCSI ID on the KZPSA adapter in the two cluster servers is set to 7 on first server (xxxDHC1) and 6 on the second server (xxxDHC2):  After powering on each server, press <F2> to invoke the Setup menu.  A message at the bottom right-hand side of the screen will indicate that “Setup will be entered after initialization completes…”  Select “Utilities ►” from the AlphaBIOS Setup menu and “Run a Maintenance Program…” from the submenu.  When prompted for program name, insert the “KZPSA Alpha AXP Software” diskette, and enter CNFGDIAG.EXE as the program name and A: as the location.  Verify the following SCSI options, then Save and Exit:

	Server
	xxxDHC1
	xxxDHC2

	KZPSA SCSI ID
	7
	6

	Fast Mode
	Enabled
	Enabled

	Termpower
	Supplied
	Supplied

	SCSI Reset On Boot
	Disabled
	Disabled


· When the SCSI bus is shared between the two cluster systems, the two systems should not be booted at the same time.  Be careful not to boot the systems at the same time during the following setup process.  (Otherwise, the Y-cable to one of the systems can be removed during the initial setup.  However, this is discouraged because of the possibly of bending a pin on SCSI Y-cable connector while connecting or disconnecting it.) 

· Verify the system disk partitions:  The D: volume will be a 6-MB FAT partition (called the system partition) and will contain the osloader, the rest of the drive will be the C: volume, formatted as an NTFS partition, (called the boot partition) and contain the operating system.  From the AlphaBIOS Setup menu, select “Hard Disk Setup…” and verify the Hard Disk partitions:  Disk 0 should be 2007 MB; Partition 1 should be 2001 MB NTFS; and Partition 2 should be 6 MB FAT.  If the partitions are not correct, press <F7> to setup the partitions.  (A 2001-MB FAT partition and a 6-FAT partition will be created.  The 2001-MB partition will have to be converted to NTFS during the Windows NT installation.)  If the partitions are correct, press <ESC> to exit to the AlphaBIOS Setup menu and continue.

2.1.2 Run NT Setup

· With the Windows NT Server v4.0 CD inserted, start the Windows NT installation by selecting “Install Windows NT” from the AlphaBIOS Setup menu.

· Do not select the “Digital AlphaServer 1000A 5/xxx” listed when you start setup.  Instead, select “0ther” type of computer, insert the updated “Digital AlphaServer 1000A Hardware Support Diskette for Windows NT Version 3.51/4.00” and press <Enter>.  Select the “Digital AlphaServer 1000A 5/xxx”.  (A copy of this diskette can be downloaded from http:/www.windows.digital.com/support/Firmware/as1000ap.htp.)

· Setup will detect the following SCSI adapter:

QLogic PCI SCSI Host Adapter


Do not specify any additional devices at this time.  Press <Enter> to continue.

· Welcome to Setup - Press <Enter> to continue with the Server Setup.  Do not specify any additional devices at this time.  License Agreement - Page Down and press <F8> to accept the terms of the Windows NT license screen.

· Accept hardware and software components.

· On the next screen, highlight the C: (2001 MB) partition to install NT on the C: drive.  This is very important!  If this is incorrect, exit and start again.  Press <Enter>.  
· On the next screen, if the partition is already NTFS, “Leave the current file system intact (no changes)”.  If it is FAT, choose to “Convert the partition to NTFS”.  (If you are converting the file system to NTFS, you will need to press C on the next screen to confirm the conversion process.)

· Accept the default \WINNT directory.

· Hit <Enter> on the next screen to perform the extensive disk search.

· Windows NT Server Setup will now begin copying files from the CD.  When the copying completes, press <Enter> to restart the computer.

· Reboot.

· Click on the Next button to start the NT Setup Wizard.  Provide Name and Organization.  (This is informational only.)  Click on the Next button to continue.

Name: 
Hospital Name IRM Service





Organization: 
Department of Veteran’s Affairs

· Enter the 20-digit “CD Key” from the CD caddy. Click on “Next” to continue.

· Select “Per Seat” Licensing Mode. Click on the Next button to continue.

· Enter the computer name in the format VHAxxxDHCy where xxx is the three letter NOIS abbreviation and y is a sequence number 1, 2, or 3 for each machine in sequence.

· Server Type:

( 
Primary Domain Controller

(
Backup Domain Controller

( 
Stand-Alone Server

· Enter the password for the local Administrator account on the non Domain-controller systems.

· Enter the password for the Domain Administrator account on the PDC.

2.1.3 Network Setup

· Choose “This computer will participate on a network” and check “Wired to the network.”

· On cluster servers, select “Install Microsoft Internet Information Server”.  (This is for the FTP service.)  On Non-cluster servers (3 or 4), deselect this option. Click on “Next” to continue.
· On cluster servers, also select “Remote Access to the network” to setup RAS. 

· Do not allow Setup to detect the Network Adapter - Click on “Select from list…”, Then, click on “Have Disk…” and insert the “Fast Etherworks PCI 10/100 DOS-format Driver Diskette v2.6 or better.  Keep this disk handy, you will be using it again after the practical peripheral driver is installed.  
Alternatively, on another system, copy the \DE500 directory on the conversion CD to a floppy.  Specify the A: drive, (must be the ‘A’ Drive) and choose the “DEC DE500 Fast Ethernet PCI 10/100 Adapter.”  

Note – if you do not use the driver that is on the floppy or Conversion CD, the adapter will auto-sense line speed, but not auto-negotiate line speed.  Therefore, if you use the driver that comes with Windows NT 4.0, the adapter will operate at 10 Mb/s if no 100-Mb/s device are attached to the switch and at 100 Mb/s if there is at least one device operating at 100 Mb/s.

· Make sure “TCP/IP Protocol” is the only protocol selected. (Deselect any others if necessary.)  Click on “Next” to continue.

· On non-cluster servers, there should be 4 default network services: RPC Configuration, NetBIOS Interface, Workstation, and Server.  Click on “Next” to continue.

· The cluster servers should list 6 services: Remote Access Service, Microsoft Internet Information Server, RPC Configuration, NetBIOS Interface, Workstation, and Server.  Click on “Next” to continue.

· Choose “No” to using DHCP on the next screen.

· Remote Access Setup - On Cluster servers, answer “Yes” to invoke the Modem installer.  Select “Don’t Detect My Modem…”   Press “Next>”.  Select “Have Disk…” and specify the A: drive, and insert the diskette containing the modified Practical Peripherals modem INF files.  On server 1, select the appropriate modem under the  “Practical Peripherals – 3 Rings” manufacture heading. On server 2, select the appropriate modem under the  “Practical Peripherals – 1 Ring” manufacture heading.
***  Should this be installed from the CD ROM or from floppy disk?***


Manufacture: 
Practical Peripherals – 3 Rings / Practical Peripherals – 1 Rings



Model: 

Practical PM 336 MT II Version 7.x





· Specify COM2 as the selected port.  Make sure modem is connected and powered-on.

· Enter area code and number to dial to access outside line (if any).

· Add RAS Device – Click on  Finish-OK to add the modem just installed.

· Click on Configure…, and select “Receive calls only.”

· Click on Network…, and verify that only TCP/IP is selected and “Require Microsoft encrypted authentication” is selected, do not require encryption for data.  Click on the Configure… button corresponding to TCP/IP.  Select “Entire network” access.  If DHCP is going to be used to assign RAS clients an IP address, select “Use DHCP to assign remote TCP/IP client addresses.”  If DHCP is not to be used for this, select “Use static address pool:”, and specify the Beginning and Ending addresses (range = 2).

RAS Begin: 





RAS End: 







Click OK to exit screens, and Continue to continue.

· Enter the IP address, subnet mask (255.255.255.128), and Default Gateway for each of the 2 adapters. 

· Click on DNS tab and enter the DNS address of 152.128.2.250.

· Click on the WINS tab and enter the appropriate WINS address:

Primary WINS Server: 






Secondary WINS Server: 





<< ADD A NATIONAL WINS SERVER TABLE HERE. >>

152.129.1.20

152.127.1.16

152.132.x.y

· Choose next until we are prompted for domain setup.

2.1.4 Domain Setup

· Verify that the Alphas have been connected to the network at this point or the next step will fail.

· Select “Make this computer a member of Domain     

       .“  The system will participate in the local resource domain.  For example:  ISH_IRMFO.  Select “Create a Computer Account in the Domain.”  You will need the Domain Administrator’s password to do this. Click on <OK> to continue.  You will need to enter the Domain Administrator’s User Name and Password.
· PDC:  Enter the domain.  Wait for verification that the name is unique on the network.
· BDC:  Enter the domain name, Administrator user name and password.
· Click on Finish to finish Setup.

· Microsoft Internet Information Server 2.0 Setup – Deselect all options except for “Internet Service Manager” and “FTP Service.”  Accept the default directory for the program files and confirms its creation.  On the pop-up, enter “C:\TEMP” as the FTP Publishing Directory.  (This will be modified to “T:\Anonymous” once the Cluster disks are accessible.)

· Date & time – set it correctly, choose the correct time zone and automatically adjust for daylight savings.

· The system will find the “s3 compatible display adapter”.  Select 640 by 400 pixels and 256 colors.  Click on Test.  Click on OK to continue.  (If the test fails, press “Cancel” and the VGA-compatible driver will be used.)

· If the VGA Adapter is in a secondary PCI slot, the test will fail.  In this case, cancel the display setup.

· Confirm the writing of the Emergency Repair Disk.  Have a blank, labeled floppy diskette inserted into drive A:

· Click on the “Restart Computer” icon.

· When each server is coming up, add the “SOS” boot option, which will display the device driver names while they are being loaded.  Press <F2> during the display of the Alpha BIOS initialization screen.  From the Alpha BIOS menu, select “Utilities” and then the “OS Selection Setup.”   For the default boot selection, enter “SOS” into the “OS Option” field. 
· Start NT and sign in to the local system.
· (((?) If the VGA adapter is in a secondary PCI slot, you will be prompted to setup the “S3 compatible display adapter”.  Cancel the setup.  Get back into the display setup from the Control Panel.  Verify that the Display Type is “VGA compatible display adapter”.  (If it is not, set it, exit display setup, and reboot.)  Test the 16-color 480 by 600 pixels mode and exit setup.  If prompted, allow system to reboot.

· Use Disk Administrator to change the drive letter of the CD-ROM to Z: - Run Disk Administrator from the Administrative Tools group.  Right-click on the CD-ROM and select “Assign Drive Letter” from the menu.  Select Z: from the Pull-Down box.  Keep the Disk Administrator window open.

· Change the following registry values to point to the Z: drive as the setup source:

Key:  HKEY_LOCAL_MACHINE\SOFTWARE\Microsoft\Windows\CurrentVersion\Setup
Value:  SourcePath
Data:  “Z:”

Key: HKEY_LOCAL_MACHINE\SOFTWARE\Microsoft\Windows NT\CurrentVersion
Value:  SourcePath
Data: “Z:\Alpha”
· Install the TZ89 tape device driver. Do this under Control Panel/Tape Devices/ Automatically scan and load driver.  If driver does not automatically load, use the ‘Drivers” tab, and click on “Add.”  “Select Digital TZ86, TZ87, …”  We may need a special driver for the TZ89!  Do not restart at this time.

· Install the “Standard 4mm DAT drive” on the two Cluster servers.  Use the same procedure as for the TZ89.  Do not restart at this time.

· Install the KZPSA driver.  This must be installed from “KZPSA AXP Alpha Software” floppy.  Do this under Control Panel/SCSI Adapters.  Click on “Drivers”, select “Add.”  Click on “Have Disk…” and insert the KZPSA floppy disk in drive A:. Click on OK to continue.  Verify the install by clicking OK again.  Specify the A:\ directory as the path the OEM SCSI Adapter files.  Do not restart at this time.

· Install HSZDISK driver (v3.01 or later).  This kit should be on the Clusters CD.  If you don’t have it, you can find a copy at:  http://www.storage.digital.com/swrks/homepage/sup_html/techtips/raid/hszdsk/nt40/hszdisku.htm
· Insert the Digital Clusters for Windows NT CD.

· From the Command Prompt, select the Z: drive.

· Change to directory containing the Alpha version of the driver: 
CD HSZ_v3.2\ALPHA
· Run the HSZINST.BAT batch program, supplying the Windows NT root directory as a parameter.  This will install the driver and copy the file to C:\WINNT\SYSTEM32\DRIVERS.

Z:\>cd hsz_v3.2\alpha
Z:\HSZ_V3.2\ALPHA>hszinstl c:\winnt
1 file(s) copied.

· Install the debug tools and symbol files from the NT v4.0 Server or Conversion CD.  From the command prompt, change to the Z:\SUPPORT\DEBUG folder and type the following:

Z:\SUPPORT\DEBUG>EXPNDSYM Z: C:\WINNT

· Use Disk Administrator to mirror the system and boot partitions - Delete any partitions on Disk1 (second member of the mirror sets).  If you deleted any partitions, from the Partition menu, chose “Commit Change Now…”  Confirm saving the changes.  To establish the mirrors, click on the “C:” partition.  Hold down the Ctrl button and click on the Free Space on Disk1.  Select “Establish Mirror” from the “Fault Tolerance” menu or use the drop-down menu by right-clicking.  Confirm establishing the mirror, and ignore the message about creating a boot floppy.  (In the case of a drive failure, we will physically move the drive containing the surviving mirror-set members to the failed drive location in the BA356.)   Select the “D:” partition and the rest of the free space on Disk1 by holding down the Ctrl key and .  Establish the mirror set.  From the Partition menu select “Secure System Partition”.  Close all programs.  Exit Disk Administrator and let the reboot continue.  

· Reboot.  On server 3, replace the four 4-GB drives once the server is shutdown.

· Install the TechNet CD – Insert the CD.  Right-click on the CD-ROM drive icon under My Computer.  Select “Open” from the drop-down menu.  (Do not double-click on the icon.  If you double-click on the CD-ROM icon, you will get a message indicating that the image Z:\ is for a machine type other than the current machine.)  Double-click on “Setup” to start the installation.  Take defaults, including Organization and installation directory. Select “Maximum Install.”

· Install the Microsoft Windows NT Server Resource Kit.  Select “Install Resource Kit” from the Auto-run screen.  Agree to the License Agreement.  Confirm Name and Company.  Confirm the destination folder is C:\NTRESKIT.  Select “Custom/Complete.”  Click on “Select All” and continue.

· Install Service Pack 2 for Windows NT v4.0 Alpha.  (Install from the Conversion CD, Clusters CD or the TechNet CD.)  Be sure to choose to “Create Uninstall Directory.”

Run the HOTFIXES.CMD batch program in the Z:\ directory on the conversion CD.  If this batch file is not available, use the Windows NT Explorer and drag the hotfixes folder from the CD ROM to the C drive, then In each of the created subdirectories, execute hotfix /install, and finally, verify all four hot fixes are installed using hotfix /list. 

C:\HotFixes\wtcp40a>HOTFIX /LIST
Hotfix   Version v1.1   copyright (c) Microsoft Corporation.

\\DECDHCP2 is Windows NT version 4.0, build 1381 service pack: Service Pack 2

   Q135707Q141239NTOSKRNLFIX was installed on Feb 17, 1997 at 11:14:58 by Admini

strator.

   Q159176Q162567RPCLTSCM was installed on Feb 17, 1997 at 11:17:21 by Administr

ator.

   Q161368 RAS FIX UPDATE was installed on Feb 17, 1997 at 11:16:21 by Administr

ator.

   Q163213 TCPIP DRIVER UPDATE was installed on Feb 17, 1997 at 11:18:47 by Admi

nistrator.

The HOTFIXES.CMD batch program will also copy the symbols to the appropriate folders on the C: drive.  If you have to do this manually, select the contents of the Z:\HOTF_SYM folder and drag it into the C:\WINNT\SYMBOLS folder, verifying all overwrites.

· Reboot

· The Storage Works Command Console Alpha client will not be available until mid-June.  If there is Intel machine available, install the Intel client.  (I don’t have this documented.)

Configure Hyper Terminal on the servers to use a direct connection via COM1 to the HSZ50.  Select “Start\Programs\Accessories\Hyperterminal\Hyper Terminal”.  Name the connection “HSZ50” and select an icon.  Click <OK>.  Connect Using “COM1”.  Under Port Setting\Bits per second, use 9600.  This can be changed to 19200, if you issue a “SET THIS_CONTROLLER TERMINAL_SPEED=19200” at the HSZ50 CLI prompt.  Under the File menu, select Properties and then the “Settings” button.  Select “VT100” as the Emulation.  Exit and save settings.  Note- use the <Delete> key for <Backspace>.

· Also, install the Alpha RAID Manager v1.1 software, by running SETUP.EXE under Z:\RAIDMGR\ALPHA.  Take all the defaults during installation.  This should be installed on all servers so that the HSZ50 can be configured, even while the cluster servers are down.

· Copy the symbol files for Service Pack 2 by running Z:\SP2_SYM.  If done manually, from the command prompt, change directory to C:\WINNT\SYMBOLS; then, run SYM_400A.EXE –D.  
This file can be downloaded from -
ftp://ftp.microsoft.com/bussys/winnt/winnt-public/fixes/usa/nt40/ussp2/symbols/

· Confirm that the mirrors are “Healthy” by selecting each one from the Disk Administrator program.  (A partition will display in red if it is still initializing.  You may proceed to the next section, while you are waiting)

· At the time this was written, the Alpha-fix had not yet been tested.  If it has been successfully tested at conversion time, run Z:\ALPHAFIX.CMD to install the hot fix and copy the symbol files.  The procedure for installing the hotfix is the same as above.  The symbols should be copied from the Z:\ALPHAFIX\SYMBOLS folder.

· Performance Monitor does not collect disk counters correctly with version v1.1 of Digital Clusters of Windows NT. 
· On server 3, use Disk Administrator to create a 12 GB Stripe Set with parity from the four 4GB drives.

· Adjust the Autostart times on the two servers so they will not attempt to restart at the same time if simultaneously powered on – From Settings/Control Panel/System, select the “Startup/Shutdown” tab.  On server 1, select “Show list for”, and specify 10  seconds.  On server 2, specify 200  seconds.

· If this is the first cluster server, shut it down and power it off.  Repeat section 2.6 for the second cluster server.

2.2 Create ClusterAdmin Domain Account

This is arguably the most important step.  If clustering fails to start at the end of this procedure it is probably due to incorrect account setup.  Because all sites will not have the same NT domain configuration the steps that follow only describe the most likely scenario.  You may have to change these steps to accommodate the site.   If you have to improvise remember the user management mantra of:  Place users in Global groups, global groups in Local groups, assign privileges and rights to local groups. In general, the steps to follow are:

· Logged-in using a Domain Admin account, on a server or domain controller in domain, create the ClusterAdmin account.  Edit the ClusterAdmin account so that the password never expires.  Make ClusterAdmin a member of the Domain Admins global group.

· In the sites accounts domain, create an XXX DHCP MANAGER Global group, where XXX is the three-character NOIS abbreviation.  Populate this group with individual IRM staff accounts from the accounts domain.

· On the DHCP server itself, the Administrators Local group should contain the XXX DHCP MANAGER Global group from the accounts domain, the Domain Admins Global group, and the Administrator account from the local server.  Any individual accounts in the Administrators local group should be moved into the “XXX DHCP MANAGER” global group.  This need not be done immediately.  It can be done over time.
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· Edit the ClusterAdmin account in the resource domain and assign it the right to logon as a service.  Select “User Rights…” from the Policies menu, check the “Show Advanced Use Rights” box, and select “Log on as a service” in the Rights box.  Then click on the “Show Users” icon.  Add the ClusterAdmin account to the list by highlighting the account and clicking on the Add button, then click on the OK button:
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The User Rights screen should appear as shown below:
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2.3 Installation of Digital Clusters for Windows NT

This section will install Digital Clusters for Windows NT and create all appropriate failover objects. 

· Make sure both cluster servers are shutdown.

· Restart the HSZ50 controllers by pressing the square green initialization button.  Verify the disk configuration on the HSZ50 by using Digital’s Storage Works Command Console software.  Verify that the disk configuration matches the one shown in Appendix A.  (Alternatively, a terminal can be used to connect to the HSZ50 consoles.  Use “show unit full “ at the CLI prompt.)

· Re-start server 1.  On server 1, use Disk Administrator to verify the drive partitions exist as specified in Appendix A.  If necessary, delete and re-create existing partitions, commit changes and re-format the drives.  Assign disk drive letters and volume labels according to Appendix A.  The drives should appear as shown on the next page.

· Shutdown and power-off server 1, then boot server 2.  When system has restarted, use the Disk Administrator to assign drive letters on server 2.

· Shutdown server 2, then shutdown the HSZ50 controllers by typing “Shutdown Other” and then “Shutdown This” from the HSZ50 command console.  Reboot both machines, one-at-a-time.

· On server 1, run setup from the root-level on the Digital Clusters for Windows NT v1.1 CD or from the Z:\CLU_CD\V1.1 folder.  (Do not attempt to run the setup programs in the “Client” or “Server” folders.)

· Provide Name and Company; remember to use the NOIS abbreviation.
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· Select “Install NT Cluster Server.”

· Install to the default directory (C:\Program Files\Digital\Clusters).  Confirm creating the directory.

· Install to the “Digital Clusters for Windows NT” program folder.  Verify settings and press Next to continue.

· Setup will copy files.

· Select “Create Cluster:” and call it “CxxxCLU1” where xxx is your three-letter NOIS abbreviation.

· Enter the ClusterAdmin account User Name and Password that you provided in the previous section.  Make sure the resource domain is selected in the “From” box. 

· Enter the Computer Name for server 2 (xxxDHC2) in the “Other Server Name” box.  All fast and wide SCSI buses will appear in the Cluster Buses column.  All SCSI buses except the shared SCSI bus should be selected and moved to the Local Buses column by pressing the “>>>” button.  The shared SCSI bus can be identified by highlighting it on the list and noting the Adapter Type as it appears in the top Adapter Information group.  The shared SCSI bus will have the “deckzpsx” adapter type.  Verify setting and press Next  to continue or Back make corrections.  If this is a new version of Clusters, select to view the ReadMe.  Press on Finish.  Do not reboot yet.

· On server 2, install Digital Clusters from the CD-ROM.  

· Enter the Name and Company.  Select “Install NT Cluster Server.”  Install in the default (C:\Program Files\Digital\Clusters) directory.  Confirm its creation.  Use the default (Digital Clusters for Windows NT”) program group.  Verify the setting.  Use the < Back button to make corrections and the Next > button to continue.   

· Setup will copy files.

·  Select “Join Cluster” and specify the cluster name you provided on server 1 (CxxxCLU1). 

· Enter the ClusterAdmin account User Name and Password that you provided in the previous section.  Make sure the resource domain is selected in the “From” box.  (All responses should the same as entered on server 1.)

· Enter the Computer Name for server 1 (xxxDHC1) in the “Other Server Name” box.  All fast and wide SCSI buses will appear in the Cluster Buses column.  All SCSI buses except the shared SCSI bus should be selected and moved to the Local Buses column by pressing the “>>>” button.  The shared SCSI bus can be identified by highlighting it on the list and noting the Adapter Type as it appears in the top Adapter Information group.  The shared SCSI bus will have the “deckzpsx” adapter type.  Verify setting and press Next  to continue or Back make corrections.  If this is a new version of Clusters, select to view the ReadMe.  Press on Finish.
· Shutdown and power-off both servers. Restart the HSZ50 controllers by pressing the square green initialization button.  

· Power-on both server 1 and server 2, simultaneously.  Let each server boot according to  its Auto Start timer.  Verify that the Digital Clusters services are started under Settings/Control Panel/Services.  If not started, try re-specifying the account password and starting each service manually by clicking the Start button in the Services window:
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· Start the Cluster Administrator on one of the cluster servers.  (Start/Programs/Digital Clusters for Windows NT/Cluster Administrator).  The System View should appear with a Plus box to the left of each server.  If the services aren’t started, the Plus box will not appear.  Press <F5> to refresh.  Do not continue until the Plus box appears to the left of both servers.

[image: image7.png]232X [T —

5 aFs Cluster VACIuster - System View

DECDHCP1
DECDHCP2





2.4 Configure Cluster Using Cluster Administrator

· Start the Cluster Administrator and create disk aliases selected from the “Manage” menu.
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· Run Z:\NTA_FAIL.CMD from the Conversion CD on server 1 to create the C:\FAILOVER folder and copy the appropriate files.  Run Z:\NTB_FAIL.CMD (also from the Conversion CD) on server 2 to do the same for server 2.  If you need to do this manually, then create a C:\FAILOVER folder on the cluster servers.  Copy the OpenM, and FTP failover scripts to the respective folders on each server.  Copy SLEEP.EXE from the C:\NTRESKIT folder to the C:\FAILOVER folder.  The failover scripts should contain the following:


Start_Scratch.CMD

@echo off

net send %COMPUTERNAME% Scratch_Group starting on %COMPUTERNAME% > nul

start /high c:\failover\startftp.cmd


Stop_Scratch.CMD

@echo off

net send %COMPUTERNAME% Scratch_Group stopping on %COMPUTERNAME% > nul

start /high c:\failover\stopftp.cmd


StartFTP.CMD

@echo off

net start “FTP Publishing Service” > nul


StopFTP.CMD

@echo off

net stop “FTP Publishing Service” > nul

Start_OpenM.CMD: 

@echo off

net send %COMPUTERNAME% OpenM_Group starting on %COMPUTERNAME% > nul

IF NOT EXIST C:\FAILOVER\NTA GOTO NTB

:NTA

IF EXIST Y:\NUL GOTO NTA_ONLINE

sleep 10

GOTO NTA

:NTA_ONLINE

SLEEP 30

START Y:\OPENM\BIN\MSS START NTA

GOTO END

:NTB

IF EXIST Y:\NUL GOTO NTB_ONLINE

sleep 10

GOTO NTB

:NTB_ONLINE

SLEEP 30

START Y:\OPENM\BIN\MSS START NTB

GOTO END

:END

Stop_OpenM.CMD:
@echo off

net send %COMPUTERNAME% OpenM_Group stopping on %COMPUTERNAME% > nul

IF NOT EXIST C:\FAILOVER\NTA GOTO STOPNTB

:STOPNTA

Y:\OPENM\BIN\MSS STOP NTA

GOTO END

:STOPNTB

Y:\OPENM\BIN\MSS STOP NTB

GOTO END

:END

SLEEP 90

· Create 2 Script Failover Objects as follows:
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· Create a single IP Failover object for both OpenM Telnet and for Anonymous FTP.  Attach this IP address to the 1st adapter on each server. If the adapters are on different subnets, make sure the IP Failover object for the adapters are on the corresponding subnet.  For example:
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· Use Create/Failover Group to Create 1 failover group: OpenM_Group.  The OpenM_Group will contain 4 disk objects, 2 script objects, and 1 IP object.  The disk objects to be added now are:

· Scratch

· OpenMData

 AIJ_BIJ

 OpenM_BEI

Add the appropriate IP failover object.  The OpenM_Script failover object should not be added at this time.


	FAILOVER GROUP
	OBJECTS

	OpenM_Group
	Scratch (T:)
OpenMData (W:)

AIJ_BIJ (X:)
OpenM_BEI (Y:)

OpenM_Group script object (will be added later)

Scratch_Group script object  (FTP Start/Stop Script)

IP object for OpenM Telnet


Server 1 will be the Primary Server for OpenM_Group.
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· Specify the OpenM_Group to remain on the Failover server.

· The Cluster, Class, and System views should appear as follows:
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· Start Disk Administrator to verify that all disks can now be seen.  Fail each group to the other system, and check the drive letters on the other system.  Fail the groups back to the Primary Server.

Note: To manually failover a group, open the Cluster Administrator, then open the “Manual Failover” window from the “Manage” menu, and then select the failover group, and press the “Failover” button.

Note:  If you have problems with a drive letter designator during failover then follow these steps:

1. Delete the drive in Disk Administrator.

2. Re-create the disk.

3. Format it and assign it the new drive letter BEFORE committing the changes.

4. Exit 

3 INSTALLATION OF BACKUP SOFTWARE

· Make sure you are logged in under an account in the Domain Admins group.
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· Run setup from floppy and change the destination directory to Y:\UltraBac.  This will allow all backup procedure files to be common to both systems.  Accept the defaults for all other settings:
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· Click OK on the autoloader message:
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This completes the UltraBac installation.  No further confirmation will be displayed.

3.1 Define UltraBAC Account

· Click on the UltraBAC icon under “Start Menu/Programs/BEI UltraBAC.”  This will take a while to load.

A pop-up message will appear asking you for the Service logon account information for UltraBac. Use the default domain UltraBac account.  The UltraBac account must be defined to complete the BEI installation but it will not be used in the DHCP environment.  Enter and verify a password for this account. Then, a pop-up will appear asking you whether you would like to create the UltraBac account in the domain. Choose “Yes” to create the account.  Then, a pop-up will appear asking you whether you would like to start the UltraBac scheduler - choose NOT to start it.  (We will not use the UltraBac scheduler in the DHCP environment.)
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3.2 Verify UltraBac and UltraCopy Licenses

· Verify that the UltraBac and UltraCopy licenses match those shown below.  The expiration and warning dates should be 1/1/4000.  These screens can be accessed by selecting “About” on the “Help” menu, then pressing the “License” button and finally selecting either UltraBac or UltraCopy.  If the license differs from is shown below, make the appropriate changes and click on “OK”.
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3.3 Define BEI Global Preferences

· Press <F5> to bring up the UltraBac Preferences page” and verify the preferences as shown below:
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· Click on the “Default Output Device” button and make sure the TZ89 driver is listed.
3.4 Disable BEI Disk Buffering

· Run the REGEDT32 (or REGEDIT) program from the Start/\Run to add two key values; these values are DisableInputDiskBuffering and DisableOutputDiskBuffering.  To do this select:

HKEY_LOCAL_MACHINE\SOFTWARE\BEI\ULTRABAC

If using REGEDT32, then from the pull-down menus select:

Edit\Add Value\DisableInputDiskBuffering

and assign this key a string value of 1.

Repeat this process to add the DisableOuputDiskBuffering key also.
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· Modify the BEI Scheduler service to startup manually (instead of automatic) under Start/Settings/Control Panel/Services:
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· When finished, remember to fail over the OpenM object and reinstall BEI on the secondary system.  BEI will already appear to be installed on the Y drive but the installation must be rerun to create all of the necessary registry file entries.  You must also redefine the DisableBuffering registry keys on the secondary system.

4 STORAGE WORKS COMMAND CONSOLE (STEAM) AGENT

This will allow configuration of the HSZ50 RAID Array via a drive-letter SCSI connection.  A client will have to be installed on an Intel system to take advantage of the agent via a network connection.  The Alpha client will not be available at the time of conversion.

· Run Setup from the Z:\SWCC\Agents folder on the Conversion CD-ROM.  Select the Windows NT platform:
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· Choose to install the steam service on the C: drive and select manual startup.  The “Steam” service will have to be started manually (via “Control Panel/Services”) on the system that owns the T: drive prior to running the Client Storage Works Command Console on a remote system.  (“NET START STEAM” does not start the service.)
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· The SWCC Agent Configuration screen will appear:

[image: image38.png]Password

Cients

Storage

Network

it

Cancel

Infa





· Set the password for managing the RAID Array via the agent:
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· Add one or more clients by adding its TCP/IP hostname.  (The agent and client must know about the other’s hostname via DNS, hosts file, lmhosts file or broadcast.)  Set the Notification Scheme to TCP/IP.  Be sure to give the appropriate privileges to the client system.  (A password will be required to configure the subsystem.)
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· Define a subsystem by giving it a name and drive letter connection.  Use drive T:.
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· Click on the Network button.  You will receive warnings for assigning ports 4998 and 4999 as the client and agent ports, respectively.  The warning for the agent port is shown below:
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· Take the defaults for the network setting and click on OK.
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· Click on ‘Exit” at the bottom of the SWCC agent configuration screen.  Then, press “Cancel” on the Agent Setup Utility screen.

· Copy the Config.exe and Uninstal.exe files from the Z:\Agents folder to the C:\Steam folder.  Create a “SWCC Agent” program folder under All Users\Start Menu\Programs.  Create shortcuts for Config.Exe and Uninstal.Exe.

5 REMOTE ACCESS SERVER/REMOTELY POSSIBLE CONFIGURATION

5.1 Add Domain Administrator Account for Dial-In

This step needs to be done once for the domain.  While logged on using a Domain Administrator account, run the User Manager for Domains (under Administrative Tools (Common)”).  Add a user account that will be used for remote administration.  The account should be disabled by default and activated whenever remote administration is required.
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While creating the account, make it a member of the Domain Admins global group by clicking on the Groups icon and moving “Domain Admins” to the “Groups Belonged to” side.
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Give the account dial-in permission by clicking on the “Dialin” icon.  Then, grant the user dial-in rights and require the user to specify a call-back number.
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Click on “Add” to add the user.

5.2 Setup Remotely Possible/32

· Run the Setup program from the CD (Z:\RP32NT4A) or the floppy drive.  Click on “Next” to begin.  On the next screen, enter the 16-character license number for each system, then click on “Next” to continue.  (The file ALPHAKEY.TXT in the Z:\RP32NT4A folder has the license key to be used on servers shipped on this deployment.)
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· Select “Local – Install on local computer”.  Accept the default directory for installation (“C:\Program Files\Avalan\Remotely Possible”).  Choose to create backup copies of replaced files.
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· Click on “Next”.  Accept the default directory for backing up replaced files (“C:\Program Files\Avalan\Remotely Possible\BACKUP”).  Click on “Next”.

· Select “TCPIP – Internet” as the only protocol.
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· Answer “Yes” to enable Host mode.
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· Click on “Next” and once more to confirm the copying of files.  Files will copy.

· Answer “yes” to ading a shortcut for Remotely Possible/32 to the Start Menu.  Click on “Finish”

· You will be prompted whether you want to reboot at this time.  Do not reboot at this time.

5.3 Configure Host Mode

· Remotely Possible/32 will start up.  Select not to restart at this time.

· Click on the “key” icon to define Remotely Possible user(s).  Add a user (RPUSER, for example) by typing in a User Name, RP Login Name, and RP login Passsword, then clicking on “Add.”  Delete the “DEFAULT” user by highlighting it in the Access List and clicking on “Delete.”
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· Click on the “gears” icon to configure Preferences.  Configure under each tab as follows:
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· Click on “OK” to exit the User Preferences screen.  The following message will appear:
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· Exit remotely Possible.  Close all programs.  Reboot.

6 FTP SERVICE CONFIGURATION

· On the system that owns the OpenM_Group, create an “Anonymous” folder on the T: drive.  Open “My Computer”, double-click on the T: drive, then right-click inside the (T:) folder and select “New ► Folder” from the drop-down menu.  Name the folder “Anonymous”

· Open the Microsoft Internet Service Manager:
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· If the FTP Service is not running, start it by clicking on the “►” button.  Next, edit the FTP service properties by highlighting the services and selecting “Service Properties…” from the “Properties” menu:
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· Select the Directories tab.  Highlight any existing directories.  Click on the Add… button.  Enter “T:\Anonymous” as the home directory:
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· Do the same on the second cluster server.  On each server, change the “FTP Publishing Service” startup from Automatic to Manual under Control Panel/Services.  Failover and failback the OpenM_Group to test the FTP Service using the failover IP address.
FX!32 INSTALLATION

Install FX!32 only if it is required to run OpenM and it has been tested.  This section is included only to designate at which point during the conversion that FX!32 should be installed, if necessary.  Documentation of this process is in progress, pending the receipt of a Beta-version Open M v.2.0 for testing.  Until we test this with OpenM v.2.0, we’ll use all the default values during installation.  The FX!32 kit is on the Conversion CD and can also be downloaded from http://www.service.digital.com/fx32.

7 OPENM INSTALLATION AND CONVERSION

7.1 Open M Setup

7.1.1 Technical Information CD Installation

For greater detail than the steps that follow see the “Open M for Windows 95 and NT Installation Guide” on the Technical Information CD.

· To install the Technical Information CD run “setup.exe” from the Z:\Acroread directory. Run Acrobat and open the “Z:\welcome.pdf” file. Select “Product Documentation” and then “Open M for Windows 95 and NT” to reach the “Open M for Windows 95 and NT Installation Guide”. 

7.1.2 Installation of Open M software

· NT 4.0 should have Service Pack 2, the 4 Hot Fixes loaded, and Digital Clusters v1.1 loaded.

· NTA Cluster disks should be online on NTA.  Use cluster administrator application to disable automatic failover.

· From “Start” choose “Run” and enter Z:\SETUP. Select “Install Open M”. Accept the defaults.

· Install Open M on a Clustered drive with the destination directory of “Y:\OPENM”.

· Enter your shiny new license key when prompted

· From the Program menu select Open M to start the Open M Toolbar

· Click the “GO” light on the Toolbar to finish the installation (Loads Routines/Globals into %SYS).

· From Control Panel under Network and the “Protocols” tab, select “Add” button, then “Have Disk”. Put in the Z:\ drive letter and select “OK” button. Under OEM option select “InterSystems Open M for NT Packet Driver 2.0” and select the “OK” button. 

· Make sure that under Network “Bindings” tab the Protocol “InterSystems Packet Driver” is only bound to one ethernet adapter. This should be the adapter that needs to advertise LAT, Telnet and DDP.  Answer NO when asked to restart the system.

· Shut down OpenM

· Manually fail over to NTB.  Repeat above installation steps to load software and update registry on NTB.From “Start” choose “Run” and enter Z:\SETUP. Select “Install Open M”. Accept the defaults.

· Install Open M on the same Clustered drive with the destination directory of “Y:\OPENM”.

· From the Program menu select Open M to start the Open M Toolbar

· Click the “GO” light on the Toolbar to finish the installation (Loads Routines/Globals into MGR).

· From Control Panel under Network and the “Protocols” tab, select “Add” button, then “Have Disk”. Put in the CD:\ drive letter and select “OK” button. Under OEM option select “InterSystems Open M for NT Packet Driver 2.0” and select the “OK” button. 

· Answer NO when asked to restart the system.

· Make sure that under Network “Bindings” tab the Protocol “InterSystems Packet Driver” is only bound to one Ethernet adapter. This should be the adapter that needs to advertise LAT, Telnet and DDP.  Answer NO when asked to restart the system now.

· Add the OpenM script to the OpenM failover group in Cluster Administrator

· Use Cluster Administrator to re-enable automatic cluster failover

7.1.3 Create new NTA and NTB configurations

· Shut down and restart both NT systems.

· OpenM should start automatically if it has been added to the failover group.  Start OpenM manually if it has not started automatically.

· Copy in the VASYS.DEF, VANETA.DEF, and VANETB.DEF from the conversion utility floppies to the Y:\OPENM  

· Click on the Wizard Wand icon on the Open M Toolbar to bring up the configuration utility
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Add the new configurations to the config selection.  Change the default startup configuration name to NTA or NTB and save them.

· Shut down OpenM and save the configuration files

· Fail OpenM to the other system

· Add the new configurations to the config selection list on system 2

· Shut down OpenM and save the configuration changes

· Create the x:\wij and x:\journal directories so startup will be successful

· Restart OpenM to verify that OpenM starts correctly

· Shut down OpenM and manually fail back to the other system

· Restart OpenM on the first system

· Back on the Intel console, start the Utility Toolbar.
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· Select “System” Utilities from the Utilities Menu, choose the “Databases” tab as seen on the next page

· Select “Add”  then “Database” to create a new Database. Create Sub directory by typing it in and selecting “OK”. 

	MSM or DSM UCI,VOL
	Open M Database Example
	Cluster Disk
	Size

	MGR,PSA or MGR,ROU
	Y:\ROU\OPENM.DAT
	Y:\
	600m

	VAH,PSA or VAH,ROU
	Y:\ROU\OPENM.DAT 
	Y:\
	600m

	VAH,FSA or VAH,VAA
	W:\VAA\OPENM.DAT
	W:\
	2G

	VAH,FSB or VAH,VBB
	W:\VBB\OPENM.DAT
	W:\
	2G
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7.1.4 Configuring Open M

7.1.4.1 System Configuration

The file VASYS.DEF contains general defaults that should be used. Only the name of the Open M system under the “Terminal” tab and information in the “Device” tab need to be setup at each VA site.

· Highlight the NTA configuration and Select “Edit System Configuration” under “File”.

· Check under the “Overview” tab. The “Run User startup” runs the ^ZSTU routine in the MGR directory (%SYS namespace) which is where Taskman is started automatically. The  “Run System startup” box runs ^STU an Open M startup routine.
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Check under the “Memory” tab the following values. For more detailed information on each of the tuning parameters use the context sensitive help.
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· Check under the “Process” tab the following values. These default values in VASYS.DEF should be fine.
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· Edit OpenM Language characteristics using the language tab and disable Global kills
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7.1.5 Set up Journaling characteristics for configuration.
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Create the x:\journal directory and re-point after image journaling to this new directory.  
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· Set up the location for the WIJ file, refer to the graphic above.   The single WIJ is equivalent to the separate BIJ files in MSM.  Create the x:\wij directory on the X drive if not already created.
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Under the “Terminal” tab are the parameters for setting up LAT and TELNET. The Telnet port 23 should not be in use by any other programs or the Open M Telnet port number should be changed. The Node Name is the only parameter to change between system configurations for NTA and NTB.  Note that you must not change the LAT name from OpenM to DHCP until you are ready to let users on!  Also, be sure to disable the DNS lookup.

· Under the “Device” tab is where printers, tape devices, spool files, terminals, and other special devices are set up for Open M. The following shows a sample setup for LAT print devices. Novell and Microsoft network printers can also be defined as printers for Open M. For details on setting up devices in Open M see chapter 4 of the System Manager’s Guide.

· *add an entry for |TNT| and |TCP| if not already defined.  These will be used by the TCP/IP mail listener.
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· Use the ZDEVICE routine to extract device information from MSM into a flat file, then paste that file into the appropriate section in VASYS.DEF.  The routine is located on the conversion utility diskette.

7.1.5.1 Network Configuration

The file VANETA.DEF contains general defaults that can be setup the same for most VA sites. Tailoring will need to be done at each site to set up Databases, the VAH Namespace, and Networking depending on how standardized the sites can be.

· Highlight the NTA configuration and Select “Edit Network Configuration” under “File” from the “Open M Configurations” menu. 

· Define in the configuration the databases that were created earlier using the “Data Sets” tab.  This is the mount table needed for that datasets to be mounted at startup.
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· Define Global and routine mapping under the namespace tab.


· 
· Using the “Namespace” tab add the VAH Namespace and assign globals to be mapped to Data Sets.  All global names must be accounted for in the mapping table.  Use ranges to accomplish this.  Ranges are alpha characters separated by a colon, where the last letter is not inclusive.  For example, to map A* to D* global to a database you would specify the following:  A:E since the “E” is not inclusive.
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· Set up communication with other DDP nodes like PPP using the “Networks” tab selecting the “DSM-DDP” connection type. Enter the Local Ethernet Address. The Local Ethernet Address is the only parameter that changes between system configurations NTA and NTB. 
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· At the DOS prompt in the “\OPENM” directory copy the file “VANETA.DEF” to “VANETB.DEF” to update that file.  Remember that any time in the future you make a change to one of the VANET*.DEF files, you must copy it to the other and then correct the hard coded ethernet address.

7.1.5.2 Setting Up User Accounts and System Security

· To tie the LAT DHCP service to the ^ZU routine in VAH namespace select the “User Accts” tab under the “System Operations Utilities” menu. By default TRM: is tied to programmers mode in the MGR account.  This example also shows tied terminals, similar to the ALF utility in DSM, to tie specific ports to a routine.  The example below shows two terminals tied to a local namespace entry point for the voluntary service.  This functionality be removed when OpenM provides support for multiple LAT services.
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· Click on the Add button and fill in the appropriate information for the user. Leave the password field blank unless you wish users to require passwords for LAT access. Services, Terminal servers and specific ports can also be tied to a specific routine. For more details on setting up users or specific devices refer to Chapter 2 in the “Open M System Manager’s Guide”.

[image: image66.png][Add New User - NT1

Account Name:

Password:

1
1

Confitm Password:

Rouine
ue

0K Cancel





· Access to Open M using the GUI Utilities can be restricted from remote systems by requiring a password. Select the “Lock” icon from the Open M Toolbar to bring up the “Visual M Server Manager”. If “Security Checking Enabled” is selected a user account must be defined in order to access any GUI utilities via the network. The example user shown below was entered using the “Add” button.
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7.1.5.3 Backup Configuration 

· Restore the BACKIRM routine into the %SYS Namespace from the file BACKIRM.RSA. 

· Create the Y:\BACKUP directory.  Backups won’t work without it!
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Use the GUI Backup utility under the Light Bulb icon to define the datasets to be backed up and the output device. 

· Under the Utility GUI, select the backup tab to define all DHCP directories (ROU, VAA-VFF, exclude the ZAA dataset).

· Copy the ..ub and .ubb files from the conversion utility diskette into the Y:\ULTRABAC directory.  These can be downloaded from the Intersystems FTP site.  The files loaded should be:  C.UB, D.UB, Y.UB, JOURNAL,UB, MONTHLYCDY.UBB and JOURNAL.UBB.

7.1.5.4 Install and Setup Taskman

7.2 Conversion of MSM Databases to Open M

· Freeze Routine and Device modifications on Production MSM systems in preparation for conversion.

· Identify and remove duplicate globals from you file server databases.  If the PRC global is on two different databases when the data is converted it will cause corruption.

· Move routines over from MSM, D ^%RS and save MSM routines to a file on a moveable SCSI drive. Put drive on NT platform and use GUI Routine Utilities to restore MSM routines. 

    -MGR UCI on MSM to %SYS namespace on Open M  

    -VAH,PSA to VAH namespace ROU dataset
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· Move DHCP MGR globals to production.  Simply perform a %GI from the VAH namespace and they will automatically be placed in the correct database by the global mapping utility.  Globals to copy over are %ZUA ,^%ZISL, %ZTER and %ZIS using sneakernet.  You must not copy these globals over DDP because it will use extended syntax and therefor bypass global mapping, which is bad.

· Physically connect MSM database disks to NTA platform, work with Digital personnel to make sure the disks are configured as transportable.

· Restore Globals from MSM database with %MSMCVT into Open M databases. A sample conversion follows:

D ^%MSMCVT

MSM database file name? f:\msm.dat

Volume label is VXX

Volume group name is VXX

Number of volumes is 1

UCI #1 is MGR (MGR UCI will not be converted)

UCI #2 is VXZ

UCI VXZ: Which namespace should receive the globals <CR to skip>? VAH

UCI VXZ:

All Globals? No => yes

Restoring ^A1B5

Restoring ^A1B5GE

Restoring ^ABS

Restoring ^APCCCTRL

etc ...

DONE WITH UCI VAH

Done Converting Database
· This process must be completed for every MSM database file.  Multiple conversions can be run at the same time.

· Back on PSA restore the ZZDEVICE.RTN routine from the conversion utility floppy into the MGR UCI.

· Insert a blank, formatted, 3.5 inch diskette in the print server.  Run the ZZDEVICE routine and copy its output to the floppy.

· Cut and paste the output file into the appropriate section in the VASYS.DEF file on NT.

· Apply Kernel patches from Wally Fort to support OpenM platform in %SYS and VAH.  The file is called KRN_ONT_34.RTN and is located in the anonymous directory at 152.132.1.57.

-Kernel and Taskman patches

-Run  ZTMGRSET for setup this should be run from the VAH namespace.  An example follows:

VAH>D ^ZTMGRSET
NAME OF MANAGER’S NAMESPACE: VAH 
PRODUCTION (SIGN-ON) NAMESPACE: VAH

NAME OF THIS CONFIGURATION: ROU

ALL SET UP

7.3 Now save other important % routines

· ZL DIDT ZS %DT

· ZL DIDTC ZS %DTC

· ZL RCR ZS %RCR

· ZL ZUONT ZS ZU

· Modify files 14.5 and 14.7.  Remove all old records in these files and add a new record called ROU.  Example:

File 14.5:

VOLUME SET: ROU                         INHIBIT LOGONS?: NO

  LINK ACCESS?: YES                     OUT OF SERVICE?: NO
  TASKMAN FILES UCI: VAH                TASKMAN FILES VOLUME SET: ROU
  TYPE: GENERAL PURPOSE VOLUME SET      SIGNON/PRODUCTION VOLUME SET: Yes

File 14.7:

BOX-VOLUME PAIR: ROU                    LOG TASKS?: NO
  SUBMANAGER RETENTION TIME: 120        TASKMAN JOB LIMIT: 240

  MODE OF TASKMAN: GENERAL PROCESSOR    OUT OF SERVICE: NO
  MIN SUBMANAGER CNT: 2

· Edit file 8989.3, the VOLUME multiple, and add the ROU namespace.  Delete all other old volume group references.  Assign the

· Modify VA Device file (%ZIS) to support special devices. A list follows of various special devices and how they are configured in the DHCP “Device” and “Terminal Type” files for Open M.

· Note, if you are re-using the TCP/IP address from the GSA system as the new system alias, you must edit the LMF server setting under the M WIZARD icon!  If you fail to do this you will only be allowed one session sign on.

7.3.1 DEVICE AND TERMINAL TYPE ENTRIES

Note:  Verify that the t:\browser directory has been created for the browser device.

NAME: BROWSER                           $I: T:\BROWSER\DDBR.TXT
  ASK DEVICE: YES                       ASK PARAMETERS: NO

  SIGN-ON/SYSTEM DEVICE: NO             QUEUING: NOT ALLOWED

  LOCATION OF TERMINAL: DISK            ASK HOST FILE: NO

  ASK HFS I/O OPERATION: NO             SUPPRESS FORM FEED AT CLOSE: YES

  *MARGIN WIDTH: 80                     *FORM FEED: #

  *PAGE LENGTH: 99999                   *BACK SPACE: $C(8)

  OPEN PARAMETERS: “NWS”                POST-CLOSE EXECUTE: D POST^DDBRZIS

  PRE-OPEN EXECUTE: I ‘$$TEST^DDBRT S %ZISQUIT=1 W $C(7),!,”Browser not selectable from current terminal.”,!    SUBTYPE: P-BROWSER
  TYPE: HOST FILE SERVER

Terminal Type NAME: P-BROWSER           SELECTABLE AT SIGN-ON: NO

  RIGHT MARGIN: 80                      FORM FEED: #

  PAGE LENGTH: 99999                    BACK SPACE: $C(8)

  OPEN EXECUTE: D OPEN^DDBRZIS          CLOSE EXECUTE: D CLOSE^DDBRZIS
  DESCRIPTION: Browser Device

NAME: CONSOLE                           $I: |TRM|

  ASK DEVICE: YES                       ASK PARAMETERS: NO

  VOLUME SET(CPU):                      LOCATION OF TERMINAL: HERE

  *MARGIN WIDTH: 80                     *FORM FEED: #,$C(27)_”[2J”_$C(27)_”[H”

  *PAGE LENGTH: 24                      *BACK SPACE: $C(8)

  SUBTYPE: C-VT100                      TYPE: VIRTUAL TERMINAL
NAME: HFS                               $I: T:\TEMP\TMP.DAT

  ASK DEVICE: YES                       ASK PARAMETERS: YES

  SIGN-ON/SYSTEM DEVICE: NO             LOCATION OF TERMINAL: LOCAL

  ASK HOST FILE: YES                    ASK HFS I/O OPERATION: YES

  *MARGIN WIDTH: 132                    *FORM FEED: #

  *PAGE LENGTH: 64                      *BACK SPACE: $C(8)

  OPEN PARAMETERS: “WNS”                SUBTYPE: P-OTHER

  TYPE: HOST FILE SERVER

CREATE THE C-MINIOUT-OPENM-NT record in the TERMINAL TYPE FILE
Terminal Type NAME: C-MINIOUT-OPENM-NT  RIGHT MARGIN: 0

  FORM FEED: #                          PAGE LENGTH: 24

  BACK SPACE: $C(8)                     OPEN EXECUTE: U $I 255:”-T+I+S+K\8to7bit\”:$C(13,27))

  CLOSE EXECUTE: S:$D(ZTQUEUED) IO(“C”)=1,ZTNONEXT=1,%ZTIO=””
  DESCRIPTION: Mini Engine for Open M

NAME: HINQ


                $I: 84

  ASK DEVICE: NO                        ASK PARAMETERS: NO

  *HUNT GROUP: IDCUHINQ

  LOCATION OF TERMINAL: IDCU HINQ 

  *MARGIN WIDTH: 0                      *FORM FEED: #

  *PAGE LENGTH: 24                      *BACK SPACE: $C(8)

  EQNOX Svr/Port:                        SUBTYPE: C-MINIOUT-OPENM-NT
  TYPE: TERMINAL

NAME: LATTERM                           $I: |LAT|
  ASK DEVICE: YES                       ASK PARAMETERS: YES

  SIGN-ON/SYSTEM DEVICE: YES            LOCATION OF TERMINAL: LAT

  *MARGIN WIDTH: 80                     *FORM FEED: #,$C(27,91,50,74,27,91,72)

  *PAGE LENGTH: 24                      *BACK SPACE: $C(8)

  SUBTYPE: C-VT100                      TYPE: VIRTUAL TERMINAL

NAME: MAGTAPE                           $I: 47

  ASK DEVICE: YES                       ASK PARAMETERS: YES

  VOLUME SET(CPU):                      SIGN-ON/SYSTEM DEVICE: NO

  LOCATION OF TERMINAL: MAGTAPE         *MARGIN WIDTH: 255

  *FORM FEED: #                         *PAGE LENGTH: 256

  *BACK SPACE: $C(8)                    OPEN PARAMETERS: (“VAL4”:0:2048):1
  SUBTYPE: MAGTAPE                      TYPE: MAGTAPE

TERMINAL TYPE NAME: MAGTAPE             SELECTABLE AT SIGN-ON: NO

  RIGHT MARGIN: 255                     FORM FEED: #

  PAGE LENGTH: 256                      BACK SPACE: $C(8)

  DESCRIPTION: Magnetic Tape

NAME: MINIOUT                           $I: |LAT|M45215:PORT_26

  ASK DEVICE: NO                        ASK PARAMETERS: NO

  VOLUME SET(CPU):                      *HUNT GROUP: IDCUMAIL

  LOCATION OF TERMINAL: IDCU MAILOUT

  *MARGIN WIDTH: 0                      *FORM FEED: #

  *PAGE LENGTH: 24                      *BACK SPACE: $C(8)

  EQNOX Svr/Port:  15 / 26

  SUBTYPE: C-MINIOUT-OPENM-NT           TYPE: TERMINAL

Terminal Type NAME: C-MINIOUT-OPENM-NT  RIGHT MARGIN: 0

  FORM FEED: #                          PAGE LENGTH: 24

  BACK SPACE: $C(8)                     OPEN EXECUTE: U $I:(255:”-T+S+I+K\8to7bit\”:$C(13,27))

  CLOSE EXECUTE: S:$D(ZTQUEUED) IO(“C”)=1,ZTNONEXT=1,%ZTIO=””

  DESCRIPTION: Mini Engine for Open M

CREATE THE T:\TEMP DIRECTORY FOR THE P-MESSAGE DEVICE

NAME: P-MESSAGE-HFS                     $I: T:\TEMP\XMHFS.TMP

  ASK DEVICE: YES                       ASK PARAMETERS: NO

  SIGN-ON/SYSTEM DEVICE: NO             QUEUING: ALLOWED

  LOCATION OF TERMINAL: HFS FILE=> MESSAGE

  LOCAL SYNONYM: MAIL MESSAGE           ASK HOST FILE: NO

  ASK HFS I/O OPERATION: NO             *MARGIN WIDTH: 256

  *FORM FEED: #                         *PAGE LENGTH: 64
  *BACK SPACE: $C(8)                    OPEN PARAMETERS: “RWNS”
  PRE-OPEN EXECUTE: S IO=$P(IO,”.”)_$J_”.”_$P(IO,”.”,2)

  SUBTYPE: P-MESSAGE-HFS                TYPE: HOST FILE SERVER

Terminal Type NAME: P-MESSAGE-HFS        SELECTABLE AT SIGN-ON: NO
  RIGHT MARGIN: 80                      FORM FEED: #

  PAGE LENGTH: 256                      BACK SPACE: $C(8)

  CLOSE EXECUTE: W:$X ! S XMREC=”R X#255:1” U IO:(“R”) D ^XMAPHOST,READ^XMAPHOST

 X “C IO:””D””” K XMIO,IO(1,IO) Q

  DESCRIPTION: Special terminal type used only for P-MESSAGE-HFS device

NAME: SPOOL                             $I: 2

  PRIORITY AT RUN TIME:                 SIGN-ON/SYSTEM DEVICE: YES

  LOCATION OF TERMINAL: SPOOLER         NEAREST PHONE: 3518

  *MARGIN WIDTH: 80                     *FORM FEED: #

  *PAGE LENGTH: 64                      *BACK SPACE: $C(8)

  SUBTYPE: P-OTHER80                    TYPE: SPOOL

  ASK DEVICE TYPE AT SIGN-ON: NO, DON’T ASK

NAME: TCP-IP                            $I: |TCP|

  ASK DEVICE: NO                        ASK PARAMETERS: NO

  SIGN-ON/SYSTEM DEVICE: NO         LOCATION OF TERMINAL: TCP/IP NETWORK

  *MARGIN WIDTH: 80                     *FORM FEED: #

  *PAGE LENGTH: 24                      *BACK SPACE: $C(8)

  SUBTYPE: C-OTHER                      TYPE: VIRTUAL TERMINAL

NAME: TELNET                            $I: |TNT|

  ASK DEVICE: YES                       ASK PARAMETERS: YES

  SIGN-ON/SYSTEM DEVICE: YES            LOCATION OF TERMINAL: TELNET

  *MARGIN WIDTH: 80               *FORM FEED: #,$C(27,91,50,74,27,91,72)

  *PAGE LENGTH: 24                      *BACK SPACE: $C(8)

  SUBTYPE: C-VT100                      TYPE: VIRTUAL TERMINAL

NAME: null                         $I: //./nul
  ASK DEVICE: YES                       ASK PARAMETERS: YES

  VOLUME SET(CPU): 

  LOCATION OF TERMINAL: LAB SYSTEM INTERFACE

  *MARGIN WIDTH: 132                    *FORM FEED: #

  *PAGE LENGTH: 64                      *BACK SPACE: $C(8)

  SUBTYPE: P-OTHER

  TYPE: TERMINAL

· Turn on the forced queuing flag for all printer devices

· Modify Domain table entries to support TCP/IP on MSM.  

DOMAIN Setup

NAME: WICHITA.VA.GOV                    FLAGS: STP

  MCTS ROUTING INDICATOR: NXF           MAILMAN HOST: MM452.00

  STATION: 452                          DHCP ROUTING INDICATOR: LUP

TRANSMISSION SCRIPT: SCRIPT             PRIORITY: 2

  NUMBER OF ATTEMPTS: 5                 TYPE: Simple Mail Transfer Protocol

  PHYSICAL LINK / DEVICE: MINIOUT       NETWORK ADDRESS (MAILMAN HOST): MM452.00

 TEXT:   

 O H=WICHITA.VA.GOV,P=3BSCP

 C MINI

 C 3BKERNEL

 T

TRANSMISSION SCRIPT: TCP/IP        PRIORITY: 1

NUMBER OF ATTEMPTS: 5              TYPE: Simple Mail Transfer Protocol

  NETWORK ADDRESS (MAILMAN HOST): 152.131.58.129

 TEXT:   

 O H=WICHITA.VA.GOV,P=TCP/IP-MAILMAN

 C TCPCHAN-SOCKET25/ONT

SYNONYM: WICHITA, KS

SYNONYM: WICHITA.MED.VA.GOV

SYNONYM: WICHITA.VA.GOV

· Replace the TCP/IP transmission script in the transmission script file, with the new text for OpenM:  If you don’t find the prospect of typing in the following script attractive, you can paste in the script from the file tscript.txt on the conversion ftp location at Intersystems.

TRANSMISSION SCRIPT

NAME: TCPCHAN-SOCKET25/NT

 TEXT:   

 X S X=”ERRSCRPT^XMRTCP” ;,@^%ZOSF(“TRAP”)

 X L +^XMBX(“TCPCHAN”,XMHOST):3 E  S ER=1,XMER=”CHANNEL IN USE”

 X S XMRPORT=”|TCP|”_(50+$J),XMSIO=”XMRPORT(XMHOST:25):30”

 X O @XMSIO E  S ER=1 L -^XMBX(“TCPCHAN”,XMHOST)

 X U XMRPORT

 X S XMHANG=”C XMRPORT S IO=””””,IOST(0)=0”,IO=XMRPORT

 L:180 |220|  |421|

 MAIL

 X L -^XMBX(“TCPCHAN”,XMHOST) K XMSIO

 X S IO=IO(0)

 DESCRIPTION:   TCP/IP script for OpenM for NT. 
· At this point you may optionally SET (^%ZTSCH,^%ZTSK)=”” and test out the running of TM.  It wont process anything but you can verify the TM environment and test devices.  TM will be live when the actual %ZTSCH and %ZTSK global are copied over later.

· Remove devices from the device file that will be irrelevant in the OpenM configuration.  Some examples are machine specific console devices, Device number 1 etc. 

· Edit EO/RR parameter files

OE/RR (100.99)

FILE 4.3, VOLUME field

FILE 4.3, Volume Set (CPU) for XMAD to run:  Use a value of VAH only, not VAH,ROU

350.9

19.2 (But this will be updated automatically when you run ZZWFONT)

^PPP(1020.1,1,1

Edit MAF machine parameter file.  Do this at the MAP console under the configuration MENU.

· Run ^INTEGRIT of all Databases on OpenM

· Delete all occurrences of VAH,PSA from file 19.2 (the scheduling file)

· Perform last online backup of OpenM database prior to conversion

· Shutdown MSM and remove all LAT services from them so that users cannot accidentally reconnect to them

· Copy over the actual versions of %ZTSCH and %ZTSK and run ^ZZWFONT

· Verify journal status of all globals 

· Select utility/database tab/highlight a database/options pulldown menu/select attributes, then set correct journaling attributes:

[image: image71.png][_[CIx]

c
[xagve 208 [1400%
IxcR 208 (146100
XHLP 208 [14gnat
e ECE]
[XvEPaST 208 (14648
xS 208 [14@nst
e 208 [14e013
XD 208 (156749
XMNET 208 (1572
B 208 (156754
xeD 208 (156757
xT 208 (180257
xTHP |08 (160383

1 1
(Giobals.. |
e — |

offiFe =

| el el





· Remove any LAT groups that have been implemented on the terminal servers.  If you fail to do this users not in LAT group 0 will not be able to connect.  

· Copy in the 8to7bit.nls file from floppy and follow in instructions in 8to7bit.log.  Basically, you will run ^NLS in the %SYS namespace and import the 8to7bit table.  Then Load the table and you should be ready to go.  Remember that when you load it, it will be case sensitive and must be called as a use command from the OPEN EXECUTE field in the TERMINAL TYPE file.  The “K” specified is part of the syntax, and not a reference to a drive letter.

· D OS^DINIT and select OpenM

· Create unattended backup option and schedule it to run regularly (insert picture here)

NAME: ZZ UNATTENDED BACKUP

  MENU TEXT: OpenM Unattended Backup utility

  TYPE: action                          CREATOR: ME
  E ACTION PRESENT: YES

 DESCRIPTION:   Backup utility for OpenM to run nightly unattended backups of

 the DHCP system.  It must run in the %SYS namespace.  

  ENTRY ACTION: S ZBACK=”J ^BACKIRM:””%SYS””” X ZBACK K ZBACK
  SCHEDULING RECOMMENDED: YES

  UPPERCASE MENU TEXT: OPENM UNATTENDED BACKUP UTILITY
· Schedule the new option to run weekdays only:

NAME: ZZ UNATTENDED BACKUP

  QUEUED TO RUN AT WHAT TIME: MAR 14, 1997@04:00
  RESCHEDULING FREQUENCY: D@0400
· Create a new option called XMRONT,  its run routine value must be XMRONT and flag it for special queuing (which will cause TM to start it whenever the system is rebooted).

· Verify all file entries using FM ENTER/EDIT and the double question mark.

· Modify ZSTU for VA specific startup:  Example:

ZSTU     ;OpenM calls this routine at boot time to perform all commands listed T

         ; in this file.  E.G. start Taskman, start broker, etc.

         S $ZT=”ERR”

         J ^ZTMB:”VAH” ;jobs TM in the VAH namespace

         S X=$$SetIO^%NLS(“8to7bit”)

;D STRT^XWBTCP(9200) ;Uncomment this like if the site would like run the broker

ERR      Q

· If you repoint the GSA IP address as the cluster alias you must edit the License Server in the OpenM configuration.

· Check Printers, Terminal, TCP/IP mail, Asynch mail, devices

· Check Security of logins both LAT and TELNET.

· Verify that the lab auto instruments work correctly

· Verify that the IB background filer can run.

· If everything checks out, then let users on by editing the LAT service name and rebooting!

8 FINAL STEPS

· Identify any directly connected lab devices and add the following code to their LAB interface routine after it performs the OPEN and USE commands for its device:  U IO:(255:”+S+I-T”:$C(13,27))

· Locate and test all barcode label printers in Pharmacy, lab, etc.  Note that when before you test the lab label printer you may have to run a routine that will program that device.
· Test upload from the barcode trackers
· Create a %ZHALT routine with a single QUIT statement
· De-queue unnecessary tasks.  Such as XUCS* (am and pm) and XMRPOLLER which is no longer needed.
· Test Individual HINQ functionality
· Start the IB background filer and verify that it runs.
· Test incoming and outgoing mail, asynch and IP.  If the site had previously been using TCP/IP mail you will have to edit those domain file entries to use TaskMan instead of the poller.  Set the flag field to “S”, and in the Transmission Script multiple, change type to SMTP, and device to NUL.
· Run ZZWFONT3, it will add TCP/IP scripts to your domain file.
· Optionally run ZZWFONT2.  It will move the old MSM $I value to the mnemonic field and place the OPENM $I value in the $I field.  To do this you must first have the HFS correctly defined for OpenM, but remove the open parameters from the device file so it doesn’t overwrite the file.  Make a copy of vasys.def so it doesn’t accidentally get deleted and run ZZWFONT2.  At the device prompt enter in Y:\OPENM\VASYS.DEF.  Then replace the “NWS” into the Open Execute field of the device file.
· Edit the PPP parameter file to re-point to the new volume set names for OpenM DDP 

· Place an error screen in TM to screen out <READ> errors that occur on network mail.

· Set appropriate audit flags.  Open “User Manager for Domains.”  Select the correct domain from the “User” pulldown menu.  Select “Auditing” from the “Policy” menu.  Setup the auditing policy as shown below: 
· Test the PPP machine and all of its functionality

· Change the voluntary sign-on device by defining it as an OpenM device, Define it in the device file, and run the ABSV LOG START option to the newly created voluntary device.  Also set the terminal server port to access remote and type ANSI.  Then configure the ABSV LOG START option for Startup upon reboot.  This is all documented in Voluntary Timekeeping V4.0 User Manual beginning on page 88.
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· Copy the SYS1.BMP, SYS2.BMP, and SYS3.BMP to each respective C:\WINNT folder and select it as the wallpaper on each respective server.  Change the background color to match the wallpaper for easy discrimination while connecting via Remotely Possible, which we want to disable the wallpaper.  (Sorry, but we don’t have a SYS4.BMP at this time.)  In addition, change the name of the “My Computer” icon to be the system name that you are on (e.g. VHADHC1, 2, 3).

· Call the Digital Helpdesk (1-800-299-7282) to verify that they can dial-in and view the console using RAS/Remotely Possible.  (The RASADMIN account may need to be enabled.)  The helpdesk should record the dial-in information.  The RASADMIN password should be disabled after this test.
· Change event viewer settings to overwrite the event log as needed.  Do this on all three systems.  Increase the size to 8,192 kb.

· Use Windows NT Backup to make tape copies of the C: and D: drives on each system.

· Create a shortcut on the Desktop for creating an Emergency Repair Diskette, by Right-Clicking on the desktop and selecting “New” from the drop-down menu, then “Shortcut” from the submenu.  When prompted for command line, enter “rdisk”, then click on “Next”, then enter “Repair Disk Utility” as the name for  the Shortcut.  Click on “Finish”.  Alternatively, the Shortcut can be created in the Administrative Tools Program Folder by right-clicking on the Start button, and selecting “Open All Users”, then double-clicking on the “Programs” folder, then the “Administrative Tools (Common)” folder.  Finally, to create the shortcut, right-click inside the Administrative Tools program folder and use the New… Shortcut from the drop-down menu just as you would do to create the shortcut on the Desktop.  Run the Repair Disk Utility.  Choose to update the repair information.  After the repair information is updated, you will be prompted to create the Emergency Repair disk.  Press “Yes”, insert the appropriate diskette and confirm the re-formatting of the diskette.

· Sync the computer clocks by typing NET TIME \\<server 1> /SET /Y from server 2 and server 3 (and server 4, if it exists).  Verify the time is set correctly on the HSZ50 controllers by typing “SHOW THIS_CONTROLLER”.  To set the clock on the HSZ50 pair, type “SET THIS_CONTROLLER TIME=dd-mmm-yyyy:hh:mm:ss”

Steps to define an IP network printer in NT

1. Add the LPR service under network/control  panel/tcpip printing.

2. Add printer

3. My computer

4. Add port

5. Define it as LPR port printer

6. Specify the printers IP address that you setup when setting up that printer

7. Give the printer a name, preferably a nice one.

8. Define the appropriate printer type

9. Again define the printer name

10. If you are defining it on a print server then make it shared.  If it is on the NT DHCP vista server then do not share it.

11. If defining this on the Vista system then do it on the other cluster member.

12. Now define it in the OpenM device manager and reload the table

13. Test it!

9 TEST ACCOUNT SETUP

1. Install OpenM on the C drive on the test system

2. Create the E: drive out of the 4gb disks

3. Create the appropriate number of datasets

4. Configure OpenM without DDP

5. Perform database restore

6. Place most devices out of service.  The site will have to make a list of devices that will be enabled, all others should be disabled so that orders are not accidentally printed and acted upon.

7. K ^%ZTSCH,^%ZTSK.  We don’t want tasks to run.  Reschedule the few tasks that are absolutely required. 

8. Configure the XMRONT option to start automatically.  Without this running you will not be able to receive IP mail from production.

9. Close all queues in the domain file so that data cannot be transmitted

10. Edit the XQ2 routine at WRITE+4 so that the string “Test Account” is displayed in front of all menu text.

11. Re-christen the domain to be TEST.site.VA.GOV

12. Change the introductory text.

13. Add TEST.site.VA.GOV to the domain file in production and set up a TCP/IP script so that mail can be played to the test account

Go over DHCP management issues with the site regarding topics such as:

Device management – show them how to reload device table dynamically and how to GEN new ones.

Daily backup procedures  -  

DHCP patch procedures for OpenM  -  

Turn on unsubscripted kills S X=$ZU(69,26,0) disable unsubscripted kills

Or S X=$ZU(69,26,1) to enable unsubscripted kills

Help procedures – DEC hotline and NOIS

10 APPENDICES

APPENDIX - Disk Layout

	SCSI ID
	Disk
	Disk type
	Drive letter and directories
	Size
	Volume name
	Contents
	Comments

	
	
	
	
	
	
	
	

	0 & 1
	Disk4/ 
Disk5
	NT mirror
	C: (NTFS)
	2.0GB
	“BOOT”
	NT system disk and page/swap
	logical partition on 0, system disk

	0 & 1
	Disk4/ 
Disk5
	NT mirror
	D: (FAT)
	 6 MB
	“SYSTEM”
	Boot disk for RISC
	

	
	N/A
	
	all others
	
	
	
	all other drive letters are reserved for mapping and avoid drive letter conflicts during failover

	100

	Disk0
	HSZ stripe
set
	T: (NTFS)

\anonymous

\OpenM

\browser

\pMessage

\scratch

\download
	4 GB
	SCRATCH
	Scratch, anonymous
	Shared storage

	200
	Disk1
	HSZ RAID 0+1 set
	W: (NTFS)

\OpenM
	12 GB
	OPENMDATA
	DATA
	Shared storage

	300
	Disk2
	HSZ mirror set
	X: (NTFS)

\AIJ

\BIJ
	 2 GB
	AIJ_BIJ
	\AIJ/BIJ
	Shared storage

	400
	Disk3
	HSZ mirror set
	Y: (NTFS)

\OpenM

\UltraBAC
	 2 GB
	OPENM_BEI
	M, ROU, BEI
	Shared storage

	
	CD-ROM
	N/A
	Z:
	 N/A
	
	CD-ROM
	Shared storage


APPENDIX - Database Naming Conventions

	Volume Name
	File Name and Path
	Contents

	
	
	

	ROU (size = 200mb)
	y:\OpenM\rouvol1.OpenM
	All VAH and MGR routines, ^%Z* globals

	ZAA (size = 200mb)
	y:\OpenM\zaavol1.OpenM
	UTILITY, TMP, XUTL

	VAA
	w:\OpenM\vaavol1.OpenM
	dhcp data

	VBB etc.
	w:\OpenM\vbbvol1.OpenM
	dhcp data


APPENDIX – Setup Programs On the Master CD

Z:\ACROREAD – 16-bit v2.1 Acrobat Reader

Z:\ALPHA – Windows NT v4.0 Server

Z:\ALPHAFIX – Hotfix for Alpha multiprocessor HAL – includes updated kernel

Z:\ALPHAFIX\SYMBOLS – Symbols for Alpha-fix

Z:\AS1000A – Updated “HAL” diskette

Z:\CLU_11_1165 – Digital Clusters for Windows NT (Build 1165)

Z:\CLU_11_1223 – Digital Clusters for Windows NT (Build 1223)

Z:\CLU_CD\V1.1 – Digital Clusters for Windows NT (Build 1222)

C:\CLU_CD\HSZ_V3.2 – HSZDISK.SYS v3.2

Z:\DE500 – DE500 PCI 10/100 Driver v2.70

Z:\DOCS – This document plus Chapters from Training

Z:\ECU_V1.10 – EISA Configuration Utility v1.10

Z:\FAILOVER – Failover Scripts

Z:\FX32 – FX!32 kit

Z:\HOTFIXES – Post-SP2 hot fixes

Z:\HOTF_SYM – Post-SP2 hot fix symbols

Z:\HSZ_V3.2 – HSZDISK.SYS (v3.2)

Z:\I386 – Windows NT v4.0 Server

Z:\KZPSA – KZPSA Software/Setup/Driver/Firmware

Z:\NT_RSK – NT v4.0 Server Resource Kit

Z:\NT40SP2 – US Service Pack 2 for Windows NT4.0

Z:\PPMODEM – Practical Peripherals setup (.INF) files

Z:\RAIDMGR – Alpha and Intel versions of RAID Manger software v1.1. 

Z:\RP32NT4A – Remotely Possible/32 for Alpha – Evaluation version

Z:\RP32NT4I – Remotely Possible/32 for Intel – Evaluation version

Z:\SNAP32 – Screen capture utility (Alpha and Intel versions)

Z:\SWCC – Storage Works Command Console v1.1 (Alpha agent, x86 client, and documentation)

Z:\SWCC-20 – Storage Works Command Console v2.0 (x86 client: pre-Beta qualification version)

Z:\UltraBac – UltraBac for Alpha v4.1 w/ license for VA.

FWUPDATE.EXE – Firmware update (AlphaBIOS v5.28)

PKUNZIP.EXE

PKZIP.EXE

ALPHAFIX.CMD – Installs Alpha-fix hotfix and symbols          

HOTFIXES.CMD – Installs the Post-SP2 hotfixes and symbols, except the Alpha-fix

NTA_FAIL.CMD – Copies the failover files for server 1.

NTB_FAIL.CMD - Copies the failover files for server 2.

SP2_SYM.CMD – Copies the SP2 symbols to C:\WINNT\SYMBOLS.

APPENDIX – General Comments

All data volumes must re-point their library UCI to MGR, ROU so that SAGG will run correctly

The controller did not show up separately in the Disk Administrator.  For the final configuration it would be easier to manage if the controller could be configured to show which disks it controls.

Label all disks and machines with sticky labels to keep things manageable.

I observed, through performance monitor, that we are taking about a 45% slowdown in performance in disk writes when using mirroring.  CPU was maxed out with or without mirroring.

The ability to GEN NT based printers is very significant and will alter the way VA deploys printers.

APPENDIX – HSZ50 Configuration

These instructions are provided to re-create the RAID Array configuration from scratch.

Power on all drives bays and the controller box.

Issue SHOW THIS_CONTROLLER FULL and SHOW OTHER_CONTROLLER FULL commands, as well as SHOW UNIT FULL.  If there are any lost-data or invalid-cache errors, issue the appropriate “clear_errors”  command(s):  For invalid cache messages, type-in “CLEAR_ERRORS THIS_CONTROLLER INVALID_CACHE DESTROY_UNFLUSHED_DATA” for errors on the connected (THIS) controller and/or “CLEAR_ERRORS  OTHER_CONTROLLER INVALID_CACHE DESTROY_UNFLUSHED_DATA” for errors on the non‑connected (OTHER) controller.  If the controllers are not in dual-redundancy failover mode.  The 

“OTHER_CONTROLLER” commands must be issued as “THIS_CONTROLLER” connected to the other controller.  For lost data errors on the units, issue “CLEAR_ERRORS <unit_number> LOST_DATA for each unit that has errors.

Make sure the controllers are in dual failover mode:

First, show the controller information from each terminal:

HSZ_TOP> SHOW THIS

Controller:

        HSZ50-AX ZG70202552 Firmware V50Z-1, Hardware  A01

        Configured for dual-redundancy with ZG70202433

            Controllers misconfigured -- other controller not in failover, a

            SET FAILOVER COPY= is required to re-synchronize controllers

        SCSI address 7

        Time: NOT SET

Host port:

        SCSI target(s) (1, 2, 3, 4), Preferred target(s) (1, 3)

        TRANSFER_RATE_REQUESTED = 10MHZ

Cache:

        32 megabyte write cache, version 3

        Cache is GOOD

        Battery is GOOD

        No unflushed data in cache

        CACHE_FLUSH_TIMER = DEFAULT (10 seconds)

        CACHE_POLICY = A

        NOCACHE_UPS

        Host Functionality Mode = D

?? SHOW THIS

Controller:

        HSZ50-AX ZG70202433 Firmware V50Z-1, Hardware  A01

        Not configured for dual-redundancy

            Controller misconfigured -- other controller present

        SCSI address 6

        Time: NOT SET

Host port:

        SCSI target(s) (1, 2, 3, 4), Preferred target(s) (2, 4)

        TRANSFER_RATE_REQUESTED = 10MHZ

Cache:

        32 megabyte write cache, version 3

        Cache is GOOD

        Battery is GOOD

        No unflushed data in cache

        CACHE_FLUSH_TIMER = DEFAULT (10 seconds)

        CACHE_POLICY = A

        NOCACHE_UPS

        Host Functionality Mode = D
Set each controller to non-redundancy mode:

?? SET NOFAILOVER

Controllers misconfigured.  Type SHOW THIS_CONTROLLER

?? 

Controllers misconfigured.  Type SHOW THIS_CONTROLLER

HSZ_TOP> SET NOFAILOVER

%CER--HSZ_TOP> --13-JAN-1946 04:35:30 (time not set)-- Controllers-

misconfigured.  Type SHOW THIS_CONTROLLER

Set the controllers to failover mode from one of the controller terminals:

HSZ_TOP> SET FAILOVER COPY=THIS

Controllers misconfigured.  Type SHOW THIS_CONTROLLER

HSZ_TOP> 

%EVL--HSZ_TOP> --13-JAN-1946 04:35:49 (time not set)-- Instance Code: 07050064 )

 Template: 5.(05)

 Power On Time: 0. Years, 11. Days, 15. Hours, 36. Minutes, 10. Seconds

 Controller Model: HSZ50-AX

 Serial Number: ZG70202552 Hardware Version:  A01(01)

 Firmware Version: V50Z(50)

 Informational Report

 Instance Code: 07050064

 Last Failure Code: 08080000 (No Last Failure Parameters)

Clear error messages:

HSZ_TOP> CLEAR CLI

Show the configuration of each controller to verify they are in dual-redundancy mode:

HSZ_TOP> SHOW THIS
Controller:

        HSZ50-AX ZG70202552 Firmware V50Z-1, Hardware  A01

        Configured for dual-redundancy with ZG70202433

            In dual-redundant configuration

        SCSI address 7

        Time: NOT SET

Host port:

        SCSI target(s) (1, 2, 3, 4), Preferred target(s) (1, 3)

        TRANSFER_RATE_REQUESTED = 10MHZ

Cache:

        32 megabyte write cache, version 3

        Cache is GOOD

        Battery is GOOD

        No unflushed data in cache

        CACHE_FLUSH_TIMER = DEFAULT (10 seconds)

        CACHE_POLICY = A

        NOCACHE_UPS

        Host Functionality Mode = D

HSZ_TOP> SHOW OTHER_CONTROLLER

Controller:

        HSZ50-AX ZG70202433 Firmware V50Z-1, Hardware  A01

        Configured for dual-redundancy with ZG70202552

            In dual-redundant configuration

        SCSI address 6

        Time: NOT SET

Host port:

        SCSI target(s) (1, 2, 3, 4), Preferred target(s) (2, 4)

        TRANSFER_RATE_REQUESTED = 10MHZ

Cache:

        32 megabyte write cache, version 3

        Cache is GOOD

        Battery is GOOD

        No unflushed data in cache

        CACHE_FLUSH_TIMER = DEFAULT (10 seconds)

        CACHE_POLICY = A

        NOCACHE_UPS

        Host Functionality Mode = D
Set the prompt for each controller.  The following are common to the controller pair:  Set time once for both controllers.  Host functionality should be “D” for Windows NT.  The Cache Policy should be “A”.  The Cache Flush Timer should be 10 seconds.  Set the SCSI ID’s for the pair and the preferred ID’s for one of the controllers.

HSZ_TOP> SET THIS PROMPT="HSZ_TOP> "

HSZ_TOP> SET OTHER PROMPT="HSZ_BOTTOM> “ 

HSZ_TOP> SET THIS HOST_FUNC=D

HSZ_TOP> SET THIS CACHE_POLICY=A

HSZ_TOP> SET THIS CACHE_FLUSH=10 

HSZ_TOP> SET THIS ID=(1,2,3,4)

HSZ_TOP> SET THIS PREF=(1,3)

HSZ_TOP> SET THIS TIME=26-JAN-1997:08:52:00    

Delete all units.  Delete all stripe sets.  Delete all raid sets. Delete all mirror sets.  Delete all devices.  Let the CONFIG program find all the drives present.  Make sure only the 20 new drives are inserted in their appropriate locations:

	DISK150
	DISK250
	DISK350
	DISK450
	DISK550
	DISK650

	DISK140
	DISK240
	DISK340
	DISK440
	DISK540
	DISK640

	DISK130
	DISK230
	DISK330
	DISK430
	DISK530
	DISK630

	DISK120
	DISK220
	DISK320
	DISK420
	DISK520
	DISK620

	DISK110
	DISK210
	DISK310
	DISK410
	DISK510
	DISK610

	DISK100
	DISK200
	DISK300
	DISK400
	DISK500
	DISK600


HSZ_TOP> RUN CONFIG

Config Local Program Invoked

Config is building its tables and determining what devices exist

on the subsystem. Please be patient.

add disk DISK100   1 0 0

add disk DISK110   1 1 0

add disk DISK140   1 4 0

add disk DISK150   1 5 0

add disk DISK200   2 0 0

add disk DISK210   2 1 0

add disk DISK240   2 4 0

add disk DISK250   2 5 0

add disk DISK300   3 0 0

add disk DISK310   3 1 0

add disk DISK350   3 5 0

add disk DISK400   4 0 0

add disk DISK410   4 1 0

add disk DISK450   4 5 0

add disk DISK500   5 0 0

add disk DISK510   5 1 0

add disk DISK550   5 5 0

add disk DISK600   6 0 0

add disk DISK610   6 1 0

add disk DISK650   6 5 0

Config - Normal Termination
Make sure the CONFIG program has found all the drives using the LOCATE function.  All drives should now blink their amber LED.

HSZ_TOP> LOCATE ALL

HSZ_TOP> LOCATE CANCEL

Create the mirror sets that will comprise the OpenMData stripe set.  Initialize the mirror sets.

HSZ_TOP> ADD MIRROR M1 DISK100 DISK600

HSZ_TOP> ADD MIRROR M2 DISK200 DISK500 

HSZ_TOP> ADD MIRROR M3 DISK300 DISK400

HSZ_TOP> ADD MIRROR M4 DISK610 DISK110

HSZ_TOP> ADD MIRROR M5 DISK510 DISK210

HSZ_TOP> ADD MIRROR M6 DISK410 DISK310

HSZ_TOP> INIT M1

HSZ_TOP> INIT M2

HSZ_TOP> INIT M3

HSZ_TOP> INIT M4

HSZ_TOP> INIT M5

HSZ_TOP> INIT M6

Create and initialize the OpenMData stripe set.

HSZ_TOP> ADD STRIPE OPENMDATA M1 M2 M3 M4 M5 M6

Warning 3000: This storageset is configured with more than one disk per port.

              This causes a degradation in performance

HSZ_TOP> INIT OPENMDATA

Create the virtual disk (unit) for OpenMData  Assign it to SCSI ID 2, LUN 0.

HSZ_TOP> ADD UNIT D200 OPENMDATA

Create and initialize the AIJ_BIJ mirror set.

HSZ_TOP> ADD MIRROR AIJ_BIJ DISK150 DISK650

HSZ_TOP> INIT AIJ_BIJ 

Create the virtual disk (unit) for AIJ_BIJ  Assign it to SCSI ID 3, LUN 0.

HSZ_TOP> ADD UNIT D300 AIJ_BIJ

Create and initialize the OpenM_BEI mirror set. Create the virtual disk (unit) for it.  Assign it to SCSI ID 4, LUN 0.

HSZ_TOP> ADD MIRROR OPENM_BEI DISK250 DISK550       

HSZ_TOP> INIT OPENM_BEI

HSZ_TOP> ADD UNIT D400 OPENM_BEI

Create and initialize the Scratch stripe set.  Create the virtual disk (unit) for it.  Assign it to SCSI ID 1, LUN 0.

HSZ_TOP> ADD STRIPE SCRATCH DISK350 DISK450

HSZ_TOP> INIT SCRATCH

HSZ_TOP> ADD UNIT D100 SCRATCH

Add the remaining disks to the spare set.

HSZ_TOP> ADD SPARE DISK140

HSZ_TOP> ADD SPARE DISK240 

Enable the AUTOSPARE feature so that new, un-initialized drives which are added to the HSZ50 subsystem are automatically initialized and added to the spareset.

HSZ_TOP> SET FAILEDSET AUTOSPARE 

For each unit, set the maximum cached transfer size to the maximum value to insure all I/O’s go through the read cache.

HSZ_TOP> SET D100 MAXIMUM_CACHED_TRANSFER_SIZE = 1024 

HSZ_TOP> SET D200 MAXIMUM_CACHED_TRANSFER_SIZE = 1024 

HSZ_TOP> SET D300 MAXIMUM_CACHED_TRANSFER_SIZE = 1024 

HSZ_TOP> SET D400 MAXIMUM_CACHED_TRANSFER_SIZE = 1024

Enable write-back cache on each unit.

HSZ_TOP> SET D100 WRITEBACK_CACHE

HSZ_TOP> SET D200 WRITEBACK_CACHE

HSZ_TOP> SET D300 WRITEBACK_CACHE

HSZ_TOP> SET D400 WRITEBACK_CACHE

Label the disks as follows:

	AIJ_BIJ

RAID1 (1 OF 2)

DISK150
	OPENM_BEI

RAID1 (1 OF 2)

DISK250
	SCRATCH

RAID0 (1 OF 2)

DISK350
	SCRATCH

RAID0 (2 OF 2)

DISK450
	OPENM_BEI

RAID1 (2 OF 2)

DISK550
	AIJ_BIJ

RAID1 (2 OF 2)

DISK650

	SPARE

DISK140
	SPARE

DISK240
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	OPENMDATA

M4 (2 OF 2)

DISK110
	OPENMDATA

M5 (2 OF 2)

DISK210
	OPENMDATA

M6 (2 OF 2)

DISK310
	OPENMDATA

M6 (1 OF 2)

DISK410
	OPENMDATA

M5 (1 OF 2)

DISK510
	OPENMDATA

M4 (1 OF 2)

DISK610

	OPENMDATA

M1 (1 OF 2)

DISK100
	OPENMDATA

M2 (1 OF 2)

DISK200
	OPENMDATA

M3 (1 OF 2)

DISK300
	OPENMDATA

M3 (2 OF 2)

DISK400
	OPENMDATA

M2 (2 OF 2)

DISK500
	OPENMDATA

M1 (2 OF 2)

DISK600


Below are the output screens for SHOW UNIT, SHOW STORAGE, SHOW THIS_CONTROLLER, SHOW OTHER_CONTROLER, SHOW UNIT FULL, SHOW STORAGE FULL, SHOW THIS_CONTROLLER FULL, and SHOW OTHER_CONTROLLER FULL:

HSZ_TOP> SHOW UNIT
    LUN                                      Uses

--------------------------------------------------------------

  D100                                       SCRATCH

  D200                                       OPENMDATA

  D300                                       AIJ_BIJ

  D400                                       OPENM_BEI

HSZ_TOP> SHOW STORAGE
Name          Storageset                     Uses             Used by

-----------------------------------------------------------------------

OPENMDATA     stripeset                      M1               D200

                                             M2               

                                             M3               

                                             M4               

                                             M5               

                                             M6               

SCRATCH       stripeset                      DISK350          D101

                                             DISK450          

AIJ_BIJ       mirrorset                      DISK150          D300

                                             DISK650          

M1            mirrorset                      DISK100          OPENMDATA

                                             DISK600          

M2            mirrorset                      DISK200          OPENMDATA

                                             DISK500          

M3            mirrorset                      DISK300          OPENMDATA

                                             DISK400          

M4            mirrorset                      DISK110          OPENMDATA

                                             DISK610          

M5            mirrorset                      DISK210          OPENMDATA

                                             DISK510          

M6            mirrorset                      DISK310          OPENMDATA

                                             DISK410          

OPENM_BEI     mirrorset                      DISK250          D400

                                             DISK550          

SPARESET      spareset                       DISK140          

                                             DISK240          

FAILEDSET     failedset 

HSZ_TOP> SHOW THIS_CONTROLLER
Controller:

        HSZ50-AX ZG70202552 Firmware V50Z-1, Hardware  A01

        Configured for dual-redundancy with ZG70202433

            In dual-redundant configuration

        SCSI address 7

        Time: 26-JAN-1997 09:14:13

Host port:

        SCSI target(s) (1, 2, 3, 4), Preferred target(s) (1, 3)

        TRANSFER_RATE_REQUESTED = 10MHZ

Cache:

        32 megabyte write cache, version 3

        Cache is GOOD

        Battery is GOOD

        No unflushed data in cache

        CACHE_FLUSH_TIMER = DEFAULT (10 seconds)

        CACHE_POLICY = A

        NOCACHE_UPS

        Host Functionality Mode = D

HSZ_TOP> SHOW OTHER_CONTROLLER

Controller:

        HSZ50-AX ZG70202433 Firmware V50Z-1, Hardware  A01

        Configured for dual-redundancy with ZG70202552

            In dual-redundant configuration

        SCSI address 6

        Time: 26-JAN-1997 09:14:20

Host port:

        SCSI target(s) (1, 2, 3, 4), Preferred target(s) (2, 4)

        TRANSFER_RATE_REQUESTED = 10MHZ

Cache:

        32 megabyte write cache, version 3

        Cache is GOOD

        Battery is GOOD

        No unflushed data in cache

        CACHE_FLUSH_TIMER = DEFAULT (10 seconds)

        CACHE_POLICY = A

        NOCACHE_UPS

        Host Functionality Mode = D

HSZ_TOP> SHOW UNIT FULL

    LUN                                      Uses

--------------------------------------------------------------

  D100                                       SCRATCH

        Switches:

          RUN                    NOWRITE_PROTECT        READ_CACHE            

          NOWRITEBACK_CACHE     

          MAXIMUM_CACHED_TRANSFER_SIZE = 1024

        State:

          AVAILABLE

          PREFERRED_PATH = THIS_CONTROLLER

        Size: 8218940 blocks

D200                                       OPENMDATA

        Switches:

          RUN                    NOWRITE_PROTECT        READ_CACHE            

          NOWRITEBACK_CACHE     

          MAXIMUM_CACHED_TRANSFER_SIZE = 1024

        State:

          AVAILABLE

          PREFERRED_PATH = OTHER_CONTROLLER

        Size: 24656820 blocks

  D300                                       AIJ_BIJ

        Switches:

          RUN                    NOWRITE_PROTECT        READ_CACHE            

          NOWRITEBACK_CACHE     

          MAXIMUM_CACHED_TRANSFER_SIZE = 1024

        State:

          AVAILABLE

          PREFERRED_PATH = THIS_CONTROLLER

        Size: 4109470 blocks

  D400                                       OPENM_BEI

        Switches:

          RUN                    NOWRITE_PROTECT        READ_CACHE            

          NOWRITEBACK_CACHE     

          MAXIMUM_CACHED_TRANSFER_SIZE = 1024

        State:

          AVAILABLE

          PREFERRED_PATH = OTHER_CONTROLLER

        Size: 4109470 blocks

HSZ_TOP> SHOW STORAGE FULL

Name          Storageset                     Uses             Used by

------------------------------------------------------------------------

OPENMDATA     stripeset                      M1               D200

                                             M2               

                                             M3               

                                             M4               

                                             M5               

                                             M6               

        Switches:

          CHUNKSIZE = 256 blocks

        State:

          NORMAL

          M1        (member  0) is NORMAL

          M2        (member  1) is NORMAL

          M3        (member  2) is NORMAL

          M4        (member  3) is NORMAL

          M5        (member  4) is NORMAL

          M6        (member  5) is NORMAL

        Size: 24656820 blocks

SCRATCH       stripeset                      DISK350          D100

                                             DISK450          

        Switches:

          CHUNKSIZE = 256 blocks

        State:

          NORMAL

          DISK450   (member  0) is NORMAL

          DISK350   (member  1) is NORMAL

        Size: 8218940 blocks

AIJ_BIJ       mirrorset                      DISK150          D300

                                             DISK650          

        Switches:

          POLICY (for replacement) = BEST_PERFORMANCE

          COPY (priority) = NORMAL

          READ_SOURCE = LEAST_BUSY

          MEMBERSHIP = 2, 2 members present

        State:

          RECONSTRUCTING

          DISK150   (member  0) is NORMAL

          DISK650   (member  1) is NORMALIZING   3% complete

        Size: 4109470 blocks

M1            mirrorset                      DISK100          OPENMDATA

                                             DISK600          

        Switches:

          POLICY (for replacement) = BEST_PERFORMANCE

          COPY (priority) = NORMAL

          READ_SOURCE = LEAST_BUSY

          MEMBERSHIP = 2, 2 members present

        State:

          RECONSTRUCTING

          DISK100   (member  0) is NORMAL

          DISK600   (member  1) is NORMALIZING  20% complete

        Size: 4109470 blocks

M2            mirrorset                      DISK200          OPENMDATA

                                             DISK500          

        Switches:

          POLICY (for replacement) = BEST_PERFORMANCE

          COPY (priority) = NORMAL

          READ_SOURCE = LEAST_BUSY

          MEMBERSHIP = 2, 2 members present

        State:

          RECONSTRUCTING

          DISK200   (member  0) is NORMAL

          DISK500   (member  1) is NORMALIZING  19% complete

        Size: 4109470 blocks

M3            mirrorset                      DISK300          OPENMDATA

                                             DISK400          

        Switches:

          POLICY (for replacement) = BEST_PERFORMANCE

          COPY (priority) = NORMAL

          READ_SOURCE = LEAST_BUSY

          MEMBERSHIP = 2, 2 members present

        State:

          RECONSTRUCTING

          DISK300   (member  0) is NORMAL

          DISK400   (member  1) is NORMALIZING  20% complete

        Size: 4109470 blocks

M4            mirrorset                      DISK110          OPENMDATA

                                             DISK610          

        Switches:

          POLICY (for replacement) = BEST_PERFORMANCE

          COPY (priority) = NORMAL

          READ_SOURCE = LEAST_BUSY

          MEMBERSHIP = 2, 2 members present

        State:

          RECONSTRUCTING

          DISK610   (member  0) is NORMAL

          DISK110   (member  1) is NORMALIZING  20% complete

        Size: 4109470 blocks

M5            mirrorset                      DISK210          OPENMDATA

                                             DISK510          

        Switches:

          POLICY (for replacement) = BEST_PERFORMANCE

          COPY (priority) = NORMAL

          READ_SOURCE = LEAST_BUSY

          MEMBERSHIP = 2, 2 members present

        State:

          RECONSTRUCTING

          DISK510   (member  0) is NORMAL

          DISK210   (member  1) is NORMALIZING  19% complete

        Size: 4109470 blocks

M6            mirrorset                      DISK310          OPENMDATA

                                             DISK410          

        Switches:

          POLICY (for replacement) = BEST_PERFORMANCE

          COPY (priority) = NORMAL

          READ_SOURCE = LEAST_BUSY

          MEMBERSHIP = 2, 2 members present

        State:

          RECONSTRUCTING

          DISK410   (member  0) is NORMAL

          DISK310   (member  1) is NORMALIZING  20% complete

        Size: 4109470 blocks

OPENM_BEI     mirrorset                      DISK250          D400

                                             DISK550          

        Switches:

          POLICY (for replacement) = BEST_PERFORMANCE

          COPY (priority) = NORMAL

          READ_SOURCE = LEAST_BUSY

          MEMBERSHIP = 2, 2 members present

        State:

          RECONSTRUCTING

          DISK250   (member  0) is NORMAL

          DISK550   (member  1) is NORMALIZING   2% complete

        Size: 4109470 blocks

SPARESET      spareset                       DISK140          

                                             DISK240          

FAILEDSET     failedset                                       

        Switches:

          AUTOSPARE

HSZ_TOP> SHOW THIS_CONTROLLER FULL
Controller:

        HSZ50-AX ZG70202552 Firmware V50Z-1, Hardware  A01

        Configured for dual-redundancy with ZG70202433

            In dual-redundant configuration

        SCSI address 7

        Time: 26-JAN-1997 09:15:02

Host port:

        SCSI target(s) (1, 2, 3, 4), Preferred target(s) (1, 3)

        TRANSFER_RATE_REQUESTED = 10MHZ

Cache:

        32 megabyte write cache, version 3

        Cache is GOOD

        Battery is GOOD

        No unflushed data in cache

        CACHE_FLUSH_TIMER = DEFAULT (10 seconds)

        CACHE_POLICY = A

        NOCACHE_UPS

        Host Functionality Mode = D

Licensing information:

        RAID (RAID Option) is ENABLED, license key is VALID

        WBCA (Writeback Cache Option) is ENABLED, license key is VALID

        MIRR (Disk Mirroring Option) is ENABLED, license key is VALID

Extended information:

        Terminal speed 9600 baud, eight bit, no parity, 1 stop bit

        Operation control: 00000004  Security state code: 11710

        Configuration backup disabled

HSZ_TOP> SHOW OTHER_CONTROLLER FULL
Controller:

        HSZ50-AX ZG70202433 Firmware V50Z-1, Hardware  A01

        Configured for dual-redundancy with ZG70202552

            In dual-redundant configuration

        SCSI address 6

        Time: 26-JAN-1997 09:15:25

Host port:

        SCSI target(s) (1, 2, 3, 4), Preferred target(s) (2, 4)

        TRANSFER_RATE_REQUESTED = 10MHZ

Cache:

        32 megabyte write cache, version 3

        Cache is GOOD

        Battery is GOOD

        No unflushed data in cache

        CACHE_FLUSH_TIMER = DEFAULT (10 seconds)

        CACHE_POLICY = A

        NOCACHE_UPS

        Host Functionality Mode = D

Licensing information:

        RAID (RAID Option) is ENABLED, license key is VALID

        WBCA (Writeback Cache Option) is ENABLED, license key is VALID

        MIRR (Disk Mirroring Option) is ENABLED, license key is VALID

Extended information:

        Terminal speed 9600 baud, eight bit, no parity, 1 stop bit

        Operation control: 00000004  Security state code: 1012

        
 Configuration backup disabled



















� After installing the HSZDISK.SYS driver, the HSZ50 storage sets will appear before the local disks (system and boot partition mirrors).  Since there will be four HSZ50 storage sets, the system disk mirrors will be disk4 and disk5.  The initial installation will be on the first member of the mirrors, and the mirrors will be established later in the procedure.


� The designation is xyz, where x=Target ID, y=subLUN (not used, always zero), and z=LUN.  Thus, 100 designates Target ID=1, LUN=0.
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