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PROCEDURES: Disaster, Disruption and Corruption

Disaster Avoidance

A list of protective measures to minimize risks in computer rooms and office areas is provided in Appendix A.

Each Server and Device is checked for malicious code (computer viruses) once per quarter.  

Disruptions

Limited or Serious Disruption

In the event of a limited disruption (temporary disruption not associated with damage or loss of assets, e.g., power failure, lasting up to five days) or serious disruption (repairable damage to equipment or facility, or replaceable loss of key personnel, data, software, etc., (e.g., equipment breakdown, lasting one to two weeks):

In general, when there is any disruption of service, the facility will continue the provision of care to our veterans through the utilization of our network of services that are currently available within the VA, or will contract for those services as indicated by the estimated time for disruption.  In any instances of service disruption, the System Administrators and program manager will be immediately alerted of the service disruption and estimated time of disruption.  Depending on the length of time estimated for the service to be disrupted, program officials would take the following actions:

· When service is minimally disrupted (estimates of disruption less than 24 hours), appropriate staff managing patients enrolled in the home telehealth program will be contacted.  The staff has the discretion to call those patients under their management (based on patient’s disease management state), or to wait for service resumption.   

· In those instances where service is disrupted for greater than two hours, the program director and/or System Administrator will contact appropriate staff of the service disruption.  All staff will be expected to review the medical history of each patient on home telehealth services to determine what level of support is required for the patient for the period of time that service is disrupted.  All home telehealth patients will be informed of service disruptions lasting longer than twenty-four hours and will be instructed as to the course of treatment and monitoring plan.  Appropriate staff should have access to a list of all patients enrolled in the home telehealth program. 

Service Specific Information for Handling a Serious Disruption

In instances of specific problems, the System Administrator and/or his/her designee will take the following actions.

Temporary Damage to the Facility or Facility Infrastructure

In the event of temporary damage to the facility or facility infrastructure (electricity, cooling, lighting, plumbing, networking, etc.):

· Secure system to avoid further damage

· Coordinate with Facilities Management Service (FMS) as to services restoration

Loss of Key Personnel

In the event of a loss of key personnel:

· Cross train personnel to avoid loss of coverage

· Follow documented system policies and procedures

Corruption of Database or System Software

In the event of a corruption of database or system software:

· Coordinate with vendor personnel for software configuration/ patching & updates, security updates, etc.

· Utilize database back-ups to restore to uncorrupted state.

Component Failure (CPU, rack switch, server components, power supplies)

In the event of a component failure:

· Coordinate with vendor personnel for trouble-shooting procedures and the timely replacement of system components

POTS or T1 Failures (Storm damage, hacker damage, etc)

In the event of Plain Old Telephone Service (POTS) or T1 Failures:

· Coordinate with CIO Telecommunications section and facility telecommunications  to re-establish phone service. 
Major and Catastrophic Disruption

In the event of a major (irreparable damage to equipment or facility, or loss of key personnel, data, or software, lasting for two weeks to one month) and catastrophic disruption (total loss or near total loss of facility and its contents or people, i.e., earthquake, lasting in excess of one month):

In general, where there is a major or catastrophic disruption of service, the facility will continue the provision of care to our veterans through the utilization of our network of services that are currently available within the VA, or will contract for those services as indicated by the estimated time for disruption.  In any instances of major or catastrophic disruption, the System Administrators and project manager will be immediately alerted of nature of the service disruption and will take the following corrective actions.  

· To ensure that our patients are cared for in a timely fashion, the project manager and/or System Administrator will contact nurse case managers, care providers and patients of the service disruption.  All case managers and care providers will be expected to review the medical history of each patient on home telemedicine services to determine what level of support is required for the patient (ie. maintain in the home under regimen, storing information on the VSB; maintain in the home, but have patient call in results of STD to the case manager; maintain in the home, but provide home care nursing services; or initiate placement of the patient within a skilled care institution) for the period of time that service is disrupted.  In those cases where specific skilled nursing care and/or monitoring is required, the case manager will arrange for nursing services to be provided through the HBPC program or will contract for home care services using approved home care agencies in the patients geographic area.  All home telemedicine patients will be informed of service disruption and will be instructed as to the course of treatment and monitoring plan that is required for there disease state/management.

· In instances of major or catastrophic disruption of service, the System Administrator and/or his/her designee, will contact the vendor representative(s) of the nature of the service disruption, after first ensuring that patient care is no longer compromised.  The System Administrator and/or his/her designee will coordinate with vendor representative(s), the replacement of and/or re-establishment of service to our patients. 

Service Specific Information for Handling a Major and Catastrophic Disruption

In instances of specific problems, the System Administrator and/or his/her designee will take the following actions.

Irreparable Damage to the Facility or Facility Infrastructure 

In the event of irreparable damage to the facility or facility infrastructure (electricity, cooling, lighting, plumbing, networking, etc.):

· Secure system to avoid further damage

· Coordinate with Facilities Management Service (FMS) as to services restoration and/or relocation to another part of the facility

· In the event that an off-site location is required, the patient database will be transported and installed on a “mirrored” system with vendor or another off-site location

Loss of Key Personnel

In the event of a loss of key personnel:

· Follow documented system policies and procedures available

· Contract with vendor personnel for systems support

· Recruit and/or contract for system personnel to be trained by vendor support personnel

Corruption of Database or System Software

In the event of corruption of database or system software:

· Coordinate with vendor personnel for software configuration/ patching & updates, security updates, etc.

· Utilize database back-ups to restore to uncorrupted state  

It is important to note that in the event that full restoration is not possible, all critical elements of patient information are available with the VISTA record of each Home Telehealth patient.  This data would be retrievable through fileman data search and would require re-input of data into the various data structures of the database.

Component Failure 

In the event of component failure (CPU, rack switch, server components, power supplies, etc.):

· Coordinate with vendor representative(s) for the replacement of “mirrored” system and//or system components 

POTS or T1 Failures 

In the event of POTS or T1 failures (Storm damage, hacker damage, etc):
· Coordinate with CIO Telecommunications section and facility telecommunications  to re-establish phone service to another location within the facility or to off-site location depending on ability to resume operations within the current physical plant.

Evacuation

During Business Hours

Should evacuation be necessary, employees should leave the building via the closest exit as described in the facility safety management plan and move as far away from the building as necessary with regard to the type of threat and emergency.  Once they leave the building, they will wait there for further instruction from management or local authorities.

During Non-business Hours

If a disaster occurs during non-business hours, employees should be advised to stay home or go to their homes as soon as they hear of a threat to their office or facility.  They should wait at home for a phone call from management or a supervisor advising them when and where to report to begin carrying out office recovery tasks.

Assisting the Disabled

The service shall identify people with physical, mental, or sensory impairments, document their work locations, and identify “buddies” to assist the disabled when a disaster occurs.

ADP Restoration

The service department will keep an updated inventory list of all ADP equipment 

The devices listed on the critical device list are vital to the operations of the service department and should be restored as soon as possible.

APPENDIX A  PROTECTIVE MEASURES FOR DISASTER AVOIDANCE

1.
Fire prevention, detection, suppression and protection

a.
Prevention:  Place printers, copiers, and other equipment that have a relatively high potential risk of fire in areas that have true floor-to-ceiling walls constructed of masonry or other fire-retardant material; be sure cleaning solvents and other flammables are kept in closed storage; and keep the amount of paper stock and other fuel sources in areas to a minimum.

b.
Detection:  Smoke detection devices should be considered under any raised floors, mounted on the suspended ceiling, and above the suspended ceiling.

c.
Suppression:  Locate portable handheld fire extinguishers near exit doors and near equipment (printers, copiers, etc.) that have a high potential for fire.  Portable extinguishers should be a dry chemical or Halon type, rated for electrical and paper fires.  The location of portable extinguishers should be clearly marked.  If portable extinguishers are in an area with a raised floor, they should be co-located with floor pullers.

d.
Protection:  Data, software, documentation, and similar assets may be protected from fire damage by fireproof storage containers and off-site storage.

2.
Water prevention, detection, and protection/correction 

a.
Prevention:  Computer equipment should be located in an area where the potential for flooding is low; assets placed above the ground floor significantly reduce the potential for damage or loss when a flood does occur.  Rerouting water pipes is an appropriate countermeasure, but may be extremely expensive depending on the size and location of the area where the equipment is housed.  Electrical and communication cables that pass through perimeter walls need to be in conduits and sealed.  Openings around water pipes and air ducts must also be sealed.

b.
Detection:  Whenever a water source is in or near an area housing computer equipment, use of water detectors should be considered.
c.
Protection/Correction:  Three approaches can be used to protect ADP assets after flooding or water leakage has occurred: removing assets from the affected area, covering the asset if the leak originates above the asset, and removing water.  Covering the asset requires placing plastic sheeting near the assets to be protected.  Removing water requires installation of drains or pumps, or using wet/dry vacuums.  Installing drains or pumps is effective only if there is an area where water may be safely discharged.

3.
Electric Power Supply

a.
Microcomputers: The primary electrical threats to microcomputers are spikes, surges, and outages.  As a general rule, all microcomputers should have real spike and surge protection.

b.
Mainframe computers: UPS, diesel generators, and secondary power feeds from separate power substations protect mainframes for extended power outages.  The transformers and motor generators needed to produce the stable high voltage required by mainframes also protect them from transient electrical events such as spikes, surges, and dips.
c.
Environmental Support Equipment: If a mainframe-based network is intended to operate for extended periods on a UPS or generator, air-conditioning equipment must have similar electrical continuity.

d.
Access Control Mechanisms: For access mechanisms that require electricity (e.g., card key systems), alternate power arrangements must be considered.  Strictly controlled distribution of bypass keys to key personnel should also be considered.  Since most of these systems are generally microcomputer-based, spike and surge protection is also required.

4.
Natural Disasters

No countermeasures, other than relocation, are available to reduce the likelihood of a natural disaster. Countermeasures that may be used to minimize the effects include: 
a.
earthquake-resistant building structures

b.
“shock mounting” equipment to withstand earthquakes

c.
lightning rods to dissipate lightning strikes

d.
shutters to protect against glass breakage in windstorms 

Natural disasters may produce secondary effects such as electrical spikes, fires, and flooding.

5.
Housekeeping

Good housekeeping procedures minimize potential fire hazards by preventing an excessive buildup of trash, minimize operational disruption due to dirt or dust accumulations on magnetic storage devices, and ensure that sensitive waste products are destroyed in accordance with the level of sensitivity.  Countermeasures that are appropriate for ADP-related housekeeping activities include:
a.
Standard Operating Procedures:  Documenting housekeeping procedures ensures that cleaning personnel understand the policies and procedures for cleaning areas where sensitive activities are conducted (e.g., procedures for disposing of sensitive material, procedures for gaining access to secured areas, and cleaning procedures for electronic equipment).

b.
Destruction of Sensitive Material:  When documents that contain sensitive information are no longer required, they should be destroyed in a manner that protects the confidentiality of the data.

c.
Screening of Cleaning Staff:  Ensure that the past performance of cleaning staff that have access to critical ADP assets does not represent a pattern of behavior that could be detrimental to ADP operations and security.

