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Understanding Your HDR Storyboard
Welcome everyone.  My name is Clyde Miller, I'm a project manager for the Health Data Repository project, specifically over the historical project within the Health Data Repository, or HDR structure, and the data warehouse.  My fellow project managers are trying to hold the fort down over the rest of it.  I also have with me today Bo Dagnall, who is one of our project leads and architects for the HDR.  How many here in the room have sat through one of our other Health Data Repository presentations already?  Some of you that have sat through the others may find this one a little boring.  We call this, for lack of a better way to term it, as HDR for Dummies.  Very, very high level introductory to give you an idea of potentially the purpose for the HDR and the reason we're going forward.  So let me just dive into this, I'll start out and then Bo will finish.
HDR is in the business of managing data.  Basically HDR is a database.  A foundational piece of the new HealtheVet and My HealtheVet architecture, we're about developing that database to hold the information, a centralized database with some regional instances to allow better performance and scalability.  We are interested in clinical information, that's our scope, patient-centric, we will be part of the electronic health record, the legal electronic health record, we will have the clinical portion of that record.  And the information in the HDR is shareable and viewable.  One of the key terms there is viewable.  In other words, if there's information that a laboratory package or a CPRS package or a pharmacy package is in the middle of developing because they're in the middle of doing tests or whatever, once that information becomes viewable, and our definition of viewable is when other care providers then need to see it to treat a patient, then it needs to be sent to the HDR and we'll store that.  It is patient centric, clinical viewable data that's tied to a record.  A record in our definition is a logic group of data related to some sort of event.  Somebody came in for a physical, somebody came in for a check-up, some event has happened and that constitutes a record.
So we're going to go through a little scenario here to try to get you familiar with what the HDR is and what the purpose is, and we have our veteran that's making his way to the Veterans Health Administration and a medical center.  He may go to one medical center, potentially a second medical center, potentially a third medical center.  Within the records which we have right now within the HDR, our highest occurrence that we've been able to see in the data is a veteran that visited 67 medical centers.  So that may be one end of the spectrum while maybe a single data center is the other end, and we have a lot of people who are in between, a lot of veterans and patients that are in between.  So as he goes to the medical center he has different records in each medical center.  Each medical center has their VistA system and a patient record within that center, and we may find that in medical center 1 he has an allergy to penicillin, while a medical center 2 has had a little different visits from this patient, and they have listed an allergy to cats.  While medical center 3 is maybe where he spends most of his time, and they have both.  But what we find is each center has just a little bit different record, maybe incomplete, maybe complete, but they're definitely inconsistent.  

So let's go through a little scenario here.  We call this gentleman Joe Veteran, not to mean any kind of disrespect, but we're not supposed to use real names or anything else.  So that's our name for this gentleman.  He's experienced some chest pains and shortness of breath, so he goes into our VA medical center number 1, wherever that may be, and is admitted for treatment.  They have down that Joe is allergic to penicillin, and so that goes into his record and he is treated and discharged, and goes about his life and he happens to be traveling in a different area where he experiences some problems and becomes unconscious with a high fever and goes into medical center 2.  Joe is admitted there, the clinician prescribes penicillin, later as the treatment proceeds they notice a reaction to that and so they put in their files that he's allergic and prescribe something different, and then of course he's treated and discharged.  But what we find is these records are just a little bit different.  One began with the allergy, and the other didn't know and he needed treatment, and so they're a little bit different.  And part of the Health Data Repository goals and a perspective of HealtheVet is to bring all this together so we can give better treatment to our veterans.
So here comes the HDR, and what the HDR does is takes all those records from all the different medical centers and puts them together, consolidates them into one patient medical record.  That solves the problem we've been talking about, but it actually creates maybe a couple of other problems that we didn't deal with before, and one of those is we have inconsistencies between medical centers as we talked about, and so those inconsistencies have to be dealt with as part of this evolution.  We have a record that may have an allergy to penicillin and another facility it may be spelled PCN.  To a computer those are inconsistent.  As most of you know in typing in your password, if you accidentally fat finger character or it's lower case and it should have been upper case or vice versa, it makes a difference to a computer.  So these aren't the same terms in a computer environment where we're trying to become computable.  So what happens is we have a medical record that's a little different, but we can solve that through what we call data standardization.  So data standardization comes into effect and what we do is we go out there and look at that, and we understand that penicillin and PCN are the same thing, and we can tie a code to that which we call a VUID, Veterans Health Administration Unique Identifier, and then those terms to a computer become computable and the same thing.  So I'm not sure if this is the actual code or not, but say it's 1008, now the computer knows that 1008 means penicillin, and anything with that view ID on it can be looked at and understood by the computer to mean penicillin.  Same way with cats or feline or anything like that.
So basically what we've done is we've taken these different inconsistent records and made a record that's consistent for use within all VA medical centers.  So you can see our graphic where they all come together and we actually can code those so that they're equal.  Then when a computer does a query they're going to get a consistent view of the patient record, and everybody has the same access to all allergies, all vitals, all the information you need to treat a patient.  

So we're back to our little sort of flow-through here, and we have Joe Veteran again and once again, let's start from the beginning, he experiences chest pains, goes in and is admitted, has an allergy to penicillin, that's entered in his record, the difference now is that that also flows through to the center to HDR, the national HDR, and then would be distributed out to all the regional instances of that where that patient may be seen.  So when he is traveling and has his episode of unconsciousness and a high fever and goes into the second VA medical center, they call up his records, they query the HDR, and it pulls up that he's got that allergy to penicillin, and they don't prescribe that but prescribe something different to treat him and he doesn't have the adverse reaction and gets better treatment.  And then his treatment in that center is also written to HDR so that becomes part of the record for the overall patient record.
This is just pointing out that now we have a merged clinical record in the HDR that is also fed back out to the sites so that everybody's working on national data.  And I think that sort of describes it all right there in that box.  That's pretty much the end of my part of this presentation and I'll turn all the little bit more technical stuff but still way high level over to Bo.
Bo:  I'm going to get into a few more details about how the HDR project is broken into components, how it's deployed, what our scheduling and some of our architectural strategies are, but still keeping it at a fairly high level.
HDR again is in the business of data management.  We're not in the business of lab, we're not in the business of pharmacy, we don't know their business rules and aren't expected to know their business rules, we're not going to process those business rules.  We're going to do basic data record management rules, and there's an industry acronym called CRUD, it stands for create, read, update, and delete.  That's the interface we expose.  We allow people to create, read, update or delete records.  That's our business.  That's where our end of responsibility starts and stops.  But to illustrate this we have a record in here, this patient that we've been working with that's penicillin noted for two different VA medical centers with the same code, also has cats noted, and we want to create a new part of this record.  So we're going to enter the fact that there's a new allergy to bee stings that's been recorded at some fourth VA medical center, so you use a create capability within the HDR and it magically appears in red.  If we want to do a read, this is where you send a query.  So you specify the criteria of your query, which data elements you want, and how you want the data filtered, etc.  You send this information to us and in response we pull out the records that you've requested.  So you're not getting all the data, you're getting the data you need to satisfy your business use case.  At times we'll need to update things.  It was learned that the bee sting was actually an allergy to pollen instead.  So we allow for updates to occur, so the value of what was bee sting is now changed to the value for pollen.  Notice on the bottom that all data changes are recorded, so what we're showing you in the yellowish box is kind of the active view of the record, but we do have a change log that records all changes through history, which is important for legal auditing and privacy types of issues.  So we keep track of changes as they occur even though we allow changes to be made.  Same is true for deletes.  If it was determined that this was entered in error and needed to be removed from the legal health record, they can use the delete operation which will remove it.  But we do maintain again an audit of them.
So how is the HDR used today and what are some of the anticipated uses?  First, to support clinical record portability at the point of care.  This is our scenario with Joe Veteran where VA medical centers 1, 2 and 3 all need access to the same nationalized view of this patient's data.  So that's our primary usage.
In addition to that, because we have all the data consolidated for the patient's legal health record, at least the clinical portion of it, we're able to facilitate data exchange with some of our partners.  There's a lot of congressional interest in DoD and VA and other government agencies exchanging clinical data, so the HDR really is a cornerstone that helps facilitate that type of sharing.  And then lastly, we have all the data aggregated now, what a convenient place and enabler to allow for data aggregation and research.  There are projects at the corporate data warehouse that are providing some tremendous analytical tools.  We'll be a source that can feed data to them to make the research more powerful.
So how do we meet all of these various uses, and how is it optimized to support both front end point of care needs as well as more back-end type operations like research and data exchange, and we describe the HDR as having a front-end and a back-end.  The front-end is those that support the on demand real-time usage, and we'll get into the details of what components serve as these types of needs.  The back-end is more of what we characterize as the research and the data exchange.  We often refer to the HDR as the HDR front-end or the HDR back-end.
So a quick note on deployment.  Where do these databases live?  This is a little bit dated, we know that the Austin Automation Center is the HDR national, it's the master HDR containing all of the patient records.  I think they've changed it to the Corporate Franchise Data Center, the CFD is the new name, but we've known it as the AAC for some time now.  In addition to that, there's this notion of regionalization, where it's undesirable to have a single point of failure so to speak, a single HDR that if it were to go down or be made unavailable for some reason, that business would not be able to proceed if it was dependent on it.  So they want to regionalize the HDR to minimize down time, to help with continuity of operations, and also to distribute the demand and help us better achieve performance of our queries and other quality goals.
So the HDR is actually broken down into four major components.  The HDR interim messaging solution, or the HDR IMS was our first shot.  It was never intended to be the real deal.  The I in IMS is for interim, and it was stood up to meet a short-term deadline from Congress to demonstrate intraoperability of data between the VA and the DOD for certain set clinical information domains, so we currently have demonstrated that we can exchange pharmacy and allergies data for instance between the two organizations, and HDR IMS was a solution, and we stood up to facilitate that.  It gets populated by getting copies of the data as it's entered into the VistA databases, and so at some point in time there would have been a patch released and a trigger turned on that said from this point forward all the data that goes into VistA will be copied in a message and sent over to the HDR.  But we also acknowledged the fact that there was data that was in VistA systems that was preexisting to when these triggers were turned on.  So they set up the HDR as historical, historical meaning data that was historically entered, to go and capture all that preexisting data out of the VistA databases.  The HDR data warehouse is the component that services the back end needs, it's where we capture the data and make it available for research and analytics.  And then lastly the HDR 2 and clinical data service, that's really the HDR that we've always wanted to build so to speak.  It's the end state product that replaces IMS and really gets us to our end goals.
I think I've basically said everything the next four slides says, IMS is a proof of concept, it stores currently allergies, vitals, outpatient pharmacy, and is working on getting parts of lab.  We call it date forward data because it only captures data from that point where that trigger was turned on, anything prior to that does not get into that database.  Historical, again it's a snapshot of VistA from a point in time backwards, we call it date backwards data.  It uses a tool that we developed called a data extractor which has actually been very popular and is now being used by other groups other than HDR historical, it's used by the ADR team, the administrative data repository, standards and terminology services as well as some others.  It also stores the same set of domains, allergies, vitals, and outpatient pharmacy and lab on the way.  Then the data warehouse, the back-end, currently has allergies and vitals and it's working on the other domains.  Then lastly, the end state solution, HDR 2 solution, it's really the future piece.  We're delivering the first version of it in 2008.  We'll break it down a little bit more for the slides here, but it's really trying to build the HealtheVet, the version of the product.  It meets all the requirements that we're aware of for the HealtheVet architecture.  It's service based, you might have heard about service-oriented architecture being a theme of HealtheVet, it fits within that model.  It uses standards where possible, we're going to talk a lot about the VHA Health Information Model in another presentation tomorrow at 10:30.  That is a standard that we'll use to define the content and how it's structured, and what it's constraints are, and how it's communicated.  It's an Enterprise-Wide Information Model, it's like a VistA data dictionary on steroids, it describes everything about the data that you need to know and we use that as a blueprint for how we build our internal architecture and the expectation is that it will become a standard, actually it's already a documented requirement that all HealtheVet services in the future will speak to each other by using the VHIM as their guideline for how to communicate.  It's a communication standard if you will, messaging standard.
So where are we at?  We've got three versions really to address all these different needs.  There's HDR National Version 1, its components are the HDR IMS database, the first version of CDS, CDS is a clinical data service, it's not a database.  It's the one piece in the puzzle that's not a database, it's actually a service.  It's an interface that allows other applications like CPRS, for instance, to make queries and get data into or out of the HDR.  It's what we expose and control to allow that capability.  There's no user interface to it, it's a program API if you will.  So there's the first version of that, National Version 1 also includes certain aspects of HDR historical and data warehouse for certain domains as described.  That's in production today, it's being used for VistA web, it's used with CHDR, we use it to exchange data through CHDR with the Department of Defense, it's being used for remote data intraoperability which is the reminders portion of CPRS.  Certain sites have rolled out functionality now where if you get a reminder pop up it might include drug/drug or drug/allergy information that it retrieved from the HDR so then you now can see that, even though your VA medical center didn't know that this patient had an allergy to penicillin somewhere else it was recorded.  So that information is retrieved and made available, and it's now feeding the decision support logic that lives behind the clinical reminders.
The next release of HDR National Version 2, that's the one we're targeting, it says February 2008, we'll just say 2008.  It includes HDR 2 National, that's the national instance of the HDR 2 database, the replacement for HDR IMS.  It includes the next version of CDS, a much more rich query interface that we will be providing to our consumers.  It will carry along with it historical and HDR data warehouse, and it will include the existing domains that we have today, plus we're adding TIU.  And then others will be added over time, there's a data migration process that as data becomes standardized and ready to be put in the HDR, then we will put it in.  And then the third version to address these needs is that regionalization aspect I spoke to in the deployment, it's called HDR Local.  It's a misnomer, it should be called HDR Regional.  Initially HDR Local was going to live locally in a VA medical center, so we called it HDR Local.  But over time this concept has evolved, and this idea of regional data processing centers has emerged, and so now it's being deployed at the regional data processing centers, but the name stuck so we still use it.  There will be an HDR 2 Local database, there will be a CDS local service for that, we're targeting the 2009 timeframe for that release.  

So back to our deployment, the HDR National Version 1 is deployed nationally, it's at the Austin Automation Center, it's only home.  HDR National Version 2, the part we're releasing in 2008, is ultimately a replacement and goes to the same hosting facility.  The local again is a misnomer its really regional, that gets deployed out to these regional centers, helps distribute the load, helps provide some failover capabilities.  It doesn't really much in the way of new features, but it makes the quality of service that we can offer higher.
So we're going to try to break this down a little bit.  HDR National Version 1, it consists of the IMS database, I'm not going to read these through, I'll give a second to glance at them, but I've described the gist of these already.  It also includes the HDR historical database, which is actually a collection of two databases, a production database and a staging database.  We take all the data out of VistA, a snapshot of it from some point in time backwards, we put it in a staging database where we then have it available to us so we can apply some processing against it to make the data more usable.  We then put it in our production database to make it available for queries.  

The IMS framework, this is based on the FHIE framework, the same architecture that's being used for VHIE and FHIE and other DoD/VA exchange capabilities exist today.  It's what currently provides all the data manipulation processing logic that we do for bringing data into and out of the IMS database.  CDS National Version 1, really a pretty light component at this point, it will be enhanced significantly in Version 2, but it's just a read-only API at this time.  It will do query, RDI queries, CHDR queries, when they want pharmacy or allergies data we expose an API to allow them to make those types of queries.  But it's read-only, so the rights don't go through CDS at this point in time.
And then at the back end, the data warehouse and the process that we have called data warehouse extraction transformer load, or ETL.  This is where we take data that's in the IMS in historical databases, move copies of it over to our back end database so that it's available to support research analytics and data exchange without jeopardizing the performance capabilities of the more front end or optimized point of care type transactional databases.  It's a copy of the data that's structured differently to support different needs.
Finally, the data extractor, this tool that we've used was developed to populate HDR historical, which is now being used by some other groups as well to pull data out of VistA files.  Its purpose is to pull data from one source and put it in another.  So pull data out of VistA files, put them in an oracle database and let them do what you want to do with them.
Back to our scenarios, now kind of filling in some of the pieces.  We have the veteran is walking into a clinic and a new clinical event has occurred, data has resulted from that, and as a result of that event happening a copy of the data is sent via the IMS framework into the IMS database.  This is what I was talking about, those triggers, those date forward data that copies data as it occurs in near real-time into the IMS database.  There's also all the preexisting data that was, the date backward data, we used the data extractor to go and pull all that data out and put it in our staging database and ultimately into our production database.
We then have the processes that take copies of the data from our two front end databases and make them available for the back end, so it's that extract, transform and load capability.  That's how data gets in.
How does data get out?  So again a patient is seen in a VA medical center, the query, you can hardly see that, these slides are created against a white background where the black box is very visible.  A query is sent and we respond to it by pulling data from either IMS or historical.  CDS has the internal knowledge to know where data resides, so the client doesn't need to know those details, they just say I want this data and we go and fetch it for them on their behalf, package it, aggregate it, make it available in a format they can understand, and return it.  That's CDS.  Data coming out on the back end side, there are different data feed mechanisms that we have in place to support things at the corporate data warehouse where we send the data that's needed over to data marts and data warehouses for analytical purposes.
HDR National Version 2 kind of adds and changes the picture slightly.  You'll see in red we've introduced HDR 2 National and CDS National Version 2, we've carried along some of the existing architecture as well, so it's only the red pieces that are really the new parts.  So HDR 2 National is the replacement for this IMS interim database.  It stores data in a much different format, stores it in what's called a relational database schema, and what's good about that is a relational scheme when done correctly can provide tremendous flexibility in how you retrieve the data back out.  It gives you a lot of opportunities to have very fine grained queries, you know, only give me certain pieces of the allergy record for a very defined criteria, or give me the entire patient record, and it really doesn't care.  It builds in flexibility.  IMS doesn't have that flexibility, IMS is limited to only retrieving the data as it was sent to us, so if it was sent based on an event, then we return it to you based on that event wrapper, so to speak.  It's flexibility in how it gets data is somewhat compromised because of the need to get something out faster.  And to take advantage of the flexibility gained by HDR 2 National, the CDS National Version 2 provides a very rich query interface.  CDS National Version 1 you can ask questions like give me all the allergies data for patient ABC between a specified date range, and that's it.  That's as much an option you have in defining your query.  With CDS National Version 2 you can say give me some subset of allergies as well as some subset of pharmacy, you can go across domain, for this cohort of patients or a single patient or any combination of patients you want to specify.  You can use patient identifier aliases so you can send us to the source ID that your VA medical center knows about and that could be the national NPIs, plus VBID we'll take care of identifier correlation for you.  You can also specify clinical criteria.  You can say where they only had allergies to penicillin or where they were only seen in a particular region or by a particular physician, or prescribed a certain drug.  Whatever the case may be.  It's a very rich query framework.  We don't predetermine logic and we don't constrict its use.  We provide a capability that allows CPRS and our consumers to get access to what they need to meet their business needs.
So back to the scenarios again, data coming in, we're going to do a one-time batch load from IMS and HDR 2.  So all the data visited in IMS, we'll transport it over to the new schema, that's an offline process that we'll take care of.  Data will still come to us via the old mechanism where it's captured first at the VistA centers and then copied over.  Notice here CDS National Version 2, what used to be the IMS framework is now CDS National Version 2, what's behind the scenes there is that CDS has become a read and write interface now.  At this point it has become the sole and exclusive access into and out of the HDR.  For the preexisting data it will still use the HDR historical process and the data extractor, we'll still populate the back end system as we do today except we'll be replacing IMS with HDR 2.  And then somewhere down the road when pharmacy reengineering and lab reengineering and My HealtheVet and some of these other initiatives that are going on are completed, they won't have to work with the VistA databases anymore.  If they choose to they can use the HDR as their sole source of clinical data.  So there's no need to first go to VistA and have it copied, the CDS interface works for copies from VistA just as well as it would have worked for a reengineering application to send us data natively and kind of skip the middleman so to speak.  This is what we're expecting to see more of as more and more applications get reengineered.  

Data come out of this system, again a patient is seen at a VA medical center, a little query goes up, CDS pulls it from the necessary sources and brings it back.  And we still feed data from our back end system into the corporate data warehouse or other analytical data marts and data warehouses.
And then lastly, if reengineering applications can send us data they certainly can retrieve data from us and not have to go through VistA to do it, so this could be an instance of the CPRS back end engine running from the same regional data processing center as the HDR local is deployed to, and the end user is at a VA medical center but all that behind the scenes stuff is happening at a regional processing center, and then the CPRS service is calling the clinical data service and it's taking care of all that business at a regional center where it's optimized to support those types of needs.  So it's regionalization and all the reengineering and all the things that we're hoping to achieve down the road.
So adding in the final piece of the puzzle is the HDR local piece.  I don't have a breakdown of HDR local describing a scenario because its architecture is the same as HDR National.  It does the same things, it has the same components.  It's just been regionalized to improve our capabilities to meet performance demands and have failover capabilities.  But some of the nuances that come with that is when data gets added to HDR National natively, maybe because it came from the Department of Defense or it came from My HealtheVet, it never originated at the local VA medical center, it came from some other source, there will be needs to copy that data to the regional center so that it's made available to CPRS, to pharmacy reengineering, to applications that are deployed locally that rely on the regional databases to meet their needs.  So on an as needed basis we'll copy data from national over to local.  Likewise, data may be added natively into the local system because it was generated via CPRS, it's a new order for instance.  And that data needs to be moved up to the national center and then copied back down to all the other regional data centers to keep everything in sync.  So these are some of the challenges ahead of us when we build the regional or local system, not necessarily new feature capabilities, but it's more about how do we regionalize and become a federated database system and manage data synchronization and all those types of issues.
And that's the last slide.  So we'll entertain any questions.
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