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Data Sharing for Clinicians - A Work in Progress
Gail:  Good afternoon.  I'm Gail Graham.  I'm with the Office of Information in the Veterans Health Administration.  This afternoon there really are four people that will be presenting, but nobody wanted to sit up here right now, so I'm going to introduce each of the four presenters.  Again, the session is Data Sharing for Clinicians, A Work in Progress to talk about what are we doing currently, what do we have to do in the near future, and then what are some of the goals out farther into the future.  I'm going to start to my right.  This is John Quinn, he's the Director of National Data Systems.  He's actually the VHA liaison to the Austin Automation Center, or now the Corporate Franchise Data Center, CFD instead of AAC.  And then to my immediate left is Gloria Smith, she's the Project Manager for the Health Data Repository and the Administrative Data Repository, and she'll go into the distinction between the two as part of her presentation.  And Clyde Miller, who is the Project Manager for the Health Data Repository.  This is Linda Fischetti, she's the Director of the Chief Health Informatics Office within the Office of Information.  So without further ado, I'll let them get to the meat of this.
Linda:  Before we started, I thought in order for you to understand the data that's going in the HDR and how the data is being used, first of all you need to understand how the data gets shared, how it gets put into the HDR, and how it's stored.  So basically the HDR is a repository of clinical data, right now it's a centralized repository, it resides on one national database currently.  Within the next couple of years we will add four local databases that will each be housed at one of the four Regional Data Centers throughout the United States.  It creates one clinical record for each veteran, so rather than having a clinical record for all 128 sites for each veteran, it limits it to one.  Now of course a veteran isn't going to go to 128 facilities, but it's not unusual for them to go to at least 20 facilities in their lifetime.  The data that's stored in the HDR comes from the existing VistA.  Within the next couple of years when the reengineered clinical applications come on board then the data will be coming from those reengineered VistA applications rather than the old VistA that you know today.  Key here is it serves as the platform for the reengineered applications, so HDR National V2, which is going to be our end state HDR, needs to be in place before the reengineered applications come on board.  And lastly, it will also serve as a patient self-access to medical records, so any of you within the VA knows that that's My HealtheVet.
So what are the benefits of the health data repository?  First of all, it's a longitudinal patient-centric care, it provides longitudinal patient-centric care for the providers.  So there's one source of data for the organizational decision-making.  It helps in the prevention of errors and adverse reactions across the VAD as well as the DoD, and it supports delivery of care.  So regardless of where the patient resides or the last location the patient has been seen at, all of the records are in one location for the provider to view them.  It supports data exchange and interoperability right now between the VHA and the DoD, and hopefully within the next year CDC, Center for Disease Control, will be added to that.  It also supports data research, analytics, all kinds of routine reports that are run at the local sites.  It supports data standardization that means the same thing at all VA Healthcare facilities.  Now for the HDR, data can still be standardized out in the field, but for the data in the HDR to be computable the information must be standardized.  And so that's why Data Standardization is rolling out before we're rolling out.  It also provides integrated, computable views of the entire health record across the enterprise, and as I already indicated, it creates the foundation for the HealtheVet applications.
The HDR is made up of four different components.  The first one is HDR Interim Messaging Solution, we refer to it as IMS.  Next is HDR Historical, and we have the HDR Data warehouse, and last we have HDR II Clinical Data Service, and I will be referring to that as HDR National V2.  

So HDR IMS.  It's both a database as well as a data management framework.  It's an interim solution.  Congress asked that we prove to them that we could do interoperability and share data with the DoD.   We were not quite ready to go out with our final solution at the time that they asked us to prove this, and so we created the interim solution.  That is where we're at currently today, it's not as robust and the architecture is not what we wanted it to be, but we were able to prove that yes indeed, we can do interoperability with the DoD.  It's day forward data, so once the data standardization patch gets released to the field, it's followed up with an HL7 message patch and a trigger patch.  And when those patches are installed at the site, messages are then triggered to come to the HDR.  So it's that point in time forward that the messages go to IMS.  It's not a relational database, that's what our future is, it stores HL7 messages as a clob and currently we have three domains in the HDR, that's allergies, outpatient pharmacy, vitals, and we hope to have lab, which will just be chemistry and hematology by the end of the calendar year.
HDR Historical is also a database, but it's also a data extraction framework.  The data in historical is day backwards data, so once the information from IMS gets triggered, the messages begin to flow into the IMS, then historical goes out and does a data extraction from that point in time backwards.  The data is basically a copy of what's currently in VistA, so if there is bad or corrupted data in VistA, it's going to come over that way.  What we hope the providers will know, and with the information we're trying to share, is for decision support go to the current information, the IMS data.  The historical data is there, but when you're making the decision, realize that there is probably some data in that, just those areas today with VistA.  We use this data extractor that was developed by HDR to extract that data, that tool has become quite popular within the VA and Standardized Terminology Services is using that tool as well as the Administrative Data Repository and others.  Information in HDR Historical is in the relational schema.  Again, it facilitates sharing of data between the VA and DoD, and the same three domains that are in IMS are also in historical.
Next is the Data Warehouse.  The Data Warehouse is the backend of the HDR.  We refer to this as the backend because that's where we want all of the reporting, the research, and everything like that to take place.  We want the front-end of the HDR to be left solely for decision support because we want our responses, the reads and writes, to be as rapid as possible.  And as many of you know, when you're running a report some of them take a couple of hours, some of them take several days to run, and if you're having that running at the same time that you're trying to pull data to make a decision on, then it slows down the system.  So we're trying to keep the backend for supporting and the front-end for decision support.  The data in the HDR Warehouse is dimensional schema, it's VHIM conformant.  Now how many out here know what VHIM is?  It's the Veterans Health Information Model, that is now mandated for use by all new applications coming on board.  And this information model basically identifies the content, the structure of the data, the semantics of the data, and the messaging standard to be used.  It's not as easy to implement as we had hoped, but we are implementing it, we are proving that it's possible, and when HDR National V2 goes out the door we will be strictly using VHIM.  Data Warehouse supports data intensive queries and data feeds, that's what I'm talking about when I say the reports and research.  It feeds data to the Corporate Data Warehouse.  So the Corporate Data Warehouse is going to be used for any of the routine reports and for researchers to go out and to use the data.  Currently the Corporate Data Warehouse does not contain all the data that's in the Data Warehouse.  Corporate Data Warehouse identifies the fields to the data they want specific to the user that is going to use that data.  So the Data Warehouse contains all the data in IMS and Historical, but the Corporate Data Warehouse does it based on request and what they feel like is needed to run these reports.  It does not mean that they can't get all the information you need, it just means that another request would possibly come in.  Again the Data Warehouse contains all the same domains as HDR, IMS and Historical.  And I hope you understand what I mean by domain.  I don't think it's standardized across because we've had lots of questions on what is a domain, and to us a domain is a clinical set of data such as lab, pharmacy, things like that.  And we have broken in the VA the domains down to 30 domains that we are going after to standardize.
Okay, next is HDR National V2, this is our future.  This is the end state of the HDR.  It's targeted for release in spring of 2008.  The guys have been working very, very hard to get this out.  It will not only contain all of the data from IMS, but the Historical Database will still be there, and the Data Warehouse will be there.  It also has included what is referred to as the Clinical DataS, and this data service is the sole source for going out and retrieving data from the HDR.  So any application or any person just can't come into the HDR to get the data.  A request is made to the Clinical Data  Service, that data service then goes out and pulls the data from whatever database it is housed in, and then gathers that information all together and provides it to the requestor.  The information in national will be placed in a relational schema, it's based on the HealtheVet architecture.  Again, it is VHIM conformant, and this will have what we hope to be a very fast response time.  IMS right now, I think I indicated it's not as fast as we would like it to be.  I think most of our messages are returned within the 15 to 20 seconds, but we want it to be a lot faster than that.  All of the data that will be stored will be patient-centric, clinical, and it must be viewable data.  The data is going to be persisted for 75 years past the death of the patient, and again it will implement all of the HealtheVet requirements.  It is also going to utilize common services such as audit service, delivery service, I think security service is in there as well.
How does data get into the HDR?  I'm going to turn this over to Clyde and he's going to cover that.
Clyde:  Before we got going Gail asked me what my job was, and I told her gopher.  I'm Gloria's gopher.  I remember going to a concert by Jim Brickman, I don't know if you know him, he's a piano player.  He said he went and auditioned for his first job with the Muppets, and they said they needed a gopher, so he practiced and practiced and practiced with his sock, being a gopher.  And when he got there he realized no, they wanted somebody to go after coffee and donuts, they wanted a go-fer.  So anyway, I practiced and practiced, unfortunately I forgot this was the presentation, I practiced a different one.  So bear with me.
How data gets into the HDR.  First of all, Gloria mentioned that we're dependent upon the standardization.  That's been one of our prerequisites, so that the data that comes into the HDR is standardized before it gets to us.  That allows it to be more computable because in this "new world" of the health data repository and My HealtheVet and HealtheVet, we want the data to be of a higher quality so we can compute against it.  That also helps with research and analysis of the data to improve patient care.  So there's a mini standards that are listed there on the slide that have been adopted to try to help us in that standardization effort, and there's a whole group of people that work on that data standardization before it ever gets to the HDR project.  Originally the HDR had under its purview so to speak what we call data mapping, and we were going to go out to every one of the 128 sites and we were going to map data back into a standard that the HDR was going to use to classify it all, and then we thought hey, why don't we just standardize everything across the nation and that will get us there quicker.  That may have been an optimistic view as far as the quicker goes because it's definitely a lot of work to standardize.  But that information is standardized and then we turn on that HDR IMS trigger mechanism that Gloria talked about, and the data gets to the HDR IMS through that triggering in an HL7 message, and part of the reason we call this interim is because it's stored as what we call a clob.  Does everybody know what a clob is?  Clob is just a string of information, just like if you wrote it on a piece of paper and just kept going and kept going and kept going, that's a clob.  There's only selected individual fields that are pulled out of that clob where the site number is, or where the patient IN is, that we use and actually put in a database to be able to get back and say that HL7 message with all the information that's in it belongs to this patient.  And so it's not as computable as we want to get to in the end, and so we just store those as clobs and just pull out enough information to be able to index those clobs, and that allows us to use those HL7 messages and pull out more information as clients want them and the CDS, our data service level, provides that functionality to be able to pull that out and send it back to requesting clients.  The Historical.  How data gets into the Historical, Gloria mentioned the extractor.  As we went out and started the HDR project and tried to look at how are we going to get all that information that's in VistA into the HDR, we've got to come up with some tool.  For lack of a better name we called it an extractor tool.  But basically it is just a functionality that goes out into the VistA database and copies the fields out, so it's just a copy functionality.  Just like all of you that use your Windows Explorer if you're using a Windows computer, you know to drag a file from directory to directory to copy it.  That's all it is.  We're going out and getting the information and copying it over into the HDR, we put it in a database, a relational database, we add some keys to relationalize all that data, and we store it in that, and then it's retrieved.  Now remember that is as a point in time, so when we go out and extract that data out we're copying from VistA as it was at that moment in time.  It's not an ongoing record.  However, the IMS is ongoing because it continually receives those HL7 messages as the clinical events happen, and so when you merge those back together you can get a full picture of what the record is.  The HDR II once again is our end state, that's what we're working towards.  You could consider it the second phase or the final phase of the HDR project.  It will be a relational database based on the VHIM model, which Gloria talked about, which is also based somewhat on the HL7 RIM model.  So we haven't just ignored all that work that's been done in the industry, but we're taking that into account.  It will be on an Oracle database, and it will be oriented to what we call OLTP, which is Online Transactional Processing.  What that means is it's going to be oriented by patient, so most of the requesting, the idea is that's our front-end application.  As a patient walks into a hospital or a clinic, you want information about that patient, right, because that's who you're treating.  And so the database is oriented towards looking up specific patients and their records, not oriented to looking up how many patients did we see in this clinic over this many days or something like that, but individual transactions, and that's why we call it an OLTP environment, Online Transactional Processing.
This is just sort of a picture version of exactly what we've just talked about.  We have our VAMC Medical centers, we have CPRS, they have a VistA database within them and as the IMS, as the triggers are turned on within the applications and HL7 message is created and it flows through.  That cloud is all the connections it flows through along with the interface engine.  There's a lot of complexity within that cloud, but we've simplified it into the HDR IMS database and it's stored there.  

And the same pictorial about the Historical.  There's an extractor tool that goes out and copies out of the VistA database into the Historical as of that point in time the particular domain or set of information that we've determined we needed.  So all the files that relate to vitals, or all the files that relate to allergies, is what we're going after.
The Data Warehouse is a little bit different in that, as Gloria said, it's essentially the back-end of HDR.  There's been a number of articles come out in the industry that you may have seen lately if you're reading those kind of magazines, that indicate that large companies are finding out that they almost have to keep a whole different database for their back-end analysis, research, batch processing, feeding other systems, versus their online databases because if you try to do that in the same database the degradation of response time is too great.  Unless you can afford a huge amount of what we call iron, in other words, computers and memory and everything else so that that can be disbursed out and compensated for.  Most companies don't quite do it on that scale, and so it's more efficient to create two different databases that essentially have the same thing, the same information, but it's oriented different.  Remember I said the front-end of the HDR II database is Online Transactional Processing, the Data Warehouse on the back side is what we call Online Analytical Processing.  In other words, it's oriented to going out and getting these big chunks of data that you want to analyze or you want to feed into another system, another subsystem, and that's sort of where corporate Data Warehouse comes.  They want a whole bunch of vitals, well we package up a whole bunch of vitals and send to them on a daily process so that they can set up the tools and work with the VSSC to set up the ProClarity front-end so that you can look at that data and analyze it.  It is actually loaded into the Data Warehouse in what we call an ETL process, all that means is 
Extract, Transform, and Load.  So we have to extract it out of the IMS or the Historical, we have to transform it in some cases, and we call it transform, understand that all we're doing is maybe changing the type of data.  In other words, in an HL7 message everything is a string, it has a date in there.  We change the date to an actual date.  If you just have a stream you can't really compute on it, but if you have a date I can compute and I can get within ranges of dates, and do stuff like that.  So that transform process is just doing that.  Our current approach to that is any field that we translate into the Data Warehouse, or transform into the Data Warehouse, we also keep the original as it came across.  We just discovered just last week that blood pressures is a whole number and that's the way we've been transforming it.  There's some blood pressures with decimal points.  Imagine that, but apparently some of the new equipment can measure to that level of accuracy, and so we need to make a little twist and change and allow decimal points there.  So we need to transform a little bit different, but we've stored the original value that came to us so the transformation is very easy to go back and correct that.
This is a pictorial that just indicates the Data Warehouse.  Once again it's going to the IMS and the historical to just copy out that information to build the Data Warehouse.
The benefits of the Data Warehouse, brings Historical and HDR II data together so that we do have one view for those ancillary systems, other systems like Corporate Data Warehouse.  It is a little bit of an effort to merge the HL7 information that is transactional over time with historical information that's a picture as of time, but we've been working through most of those problems and feel like we have a good solution there.  It adds informational error reporting.  One of the first things on our first go round for data warehousing we discovered was that some of the individuals, as they got the data from us, said now this doesn't look right because there's somebody out here that weighs 5000 pounds or there's a blood pressure of 1200, or there's this different data out there that doesn't look right.  So in our second go round we've added what we call Informational Error Processing, we've put some error processes around that to show those anomalies.  We don't change the data because we're not permitted to change the data, but we will report on that hey, we had somebody come through and their weight was outside of this range, their blood pressure was outside of this range, their clinical vital date could not be translated.  So it's just an informational type process that gives us some information about the quality of data that came into the Data Warehouse.  Those reports are summarized, the summaries very shortly, they haven't got out there yet, but very shortly we hope to have those on our HDR website with the detail being available for people that want to look at the detail.  But it's quite large from the historical standpoint, think about we've gone back to the beginning of time historical, we had vitals off of one site from about 18 months ago backwards that we had 18,000 pages of informational errors.  It's going clear back to the beginning of time where maybe some of the standards that we have nowadays that have been added to the CPRS screen and stuff were not there before.  So it's picking up all that kind of stuff, so there's a lot there.  And most importantly, we're preserving that front-end response time because the patient treatment by the clinicians is the most important.
The future of HDR.  What's going to happen?  Well, in this picture what it shows is that reengineered packages are going to come along and they're going to sit at the sites, and clinicians are going to be starting to use those, but they won't go through the normal straight arrow line there on the slide to the HDR that we use now with our triggering or our extractions, but the reengineered packages will actually live on top of the HDR databases and use those as their database to read and write from.  So we're slowly moving away from the VistA databases to the new HDR databases.  Hopefully that doesn't give anybody heartburn because VistA has been around a long time and served us quite well, but hopefully this is the future that will allow us to even move that much farther.  Now will that data go away?  No, there's still a requirement to store that data that's in VistA.  Whether you want to call it HealtheVet, VistA 2, there's so many names for it now I'm not sure which is the last official name for it, but it's that new HealtheVet environment where we have one legal patient record, the HDR holding the clinical portion of that, to treat our patients so that we get one view of that.  In fact there's a new application RDI which some of you might know about that's now pulling data and doing national drug-drug and drug-allergy checks and it's an interesting, we've had a number of feedback, some limited feedback from doctors that are using it and clinicians, and they've said oh, we had this patient come in and he already had that prescription somewhere else.  So hopefully this will allow us to give better care overall to our veterans.
This next section is how data is shared between applications and agencies.  

We've talked a lot about that already, we have the front-end of the HDR which services the decision support and the real-time patient care, we have the back-end that will service for our data queries, data feeds, it's not real-time, and it can be accessed through a number of different means, but one of your main ways to access that data is going to be through the VSSC group and Corporate Data Warehouse.  And the HDR Data Warehouse is there to support those ad hoc or one time requests, or one time requests for data that's not already in the Corporate Data Warehouse because there was not a client for it at that time.
I mentioned the RDI group that we're sharing information with, they're using both DoD data that comes to us when we store and VistA data to do those checks, drug-drug and drug-allergy checks.  We share data with the CHDR group, Clinical Health Data Repository, that's where the DoD information flows to us and we also give information back to them.  It is viewable through VistAWeb, so VistAWeb is another client that we share information with.  We receive information from the Home TeleHealth, everybody's heard of that, right?  The new way to send somebody home with a blood pressure cuff and it's gathered and fed back through the vendors.  That is fed to us in an HL7 message right now, some of those aren't real compliant with HL7 standards because they come from outside vendors, but we're working on that too.  We share with the Corporate Data Warehouse, who in turn shares with VSSC group and works hand in hand with them.  Center for Disease Control, Gloria mentioned we hope to establish a relationship with them, we've been working on it for a little while.  Those requirements sort of change every time I turn around, but we hope to establish a relationship with them fairly shortly.  

These slides just go into a little more depth of what I've already talked about, providing a little more detail about our relationship with RDI, with the CHDR group.  Some of the speakers earlier today talked about the FHIE and the BHIE, that's the same project.
Home TeleHealth we've already talked about, receiving information from those.  Most of that is displayed in VistAWeb right now.
The Corporate Data Warehouse, where a lot of the analysis and working with VSSC for that analysis happens.
And then we hope to establish a relationship with the CDC in the next year or so, mainly starting out with vitals.
We do have some other customers, Gloria mentioned that that extraction tool has become extremely popular.  We have a limited window that we can actually extract or copy data out of the 128 sites, and our MLU allows for that limited window with all the sites.  Unfortunately it's such a popular tool that we could fill up that window in a moment's notice.  But we do do some mostly ad hoc extractions for the Standards and Terminology Services to help them in their data standardization effort in looking at those reference files.  We have about three or four different areas of information we pull out on a weekly or monthly basis for the Corporate Data Warehouse, some demographic information, some USR authorization information, and I'm blanking on the other two.  We're working with them and with the new request for traumatic brain injury also to look and see if we can't pull some information out for that.  We have some prosthetic surgery information we pull out on a monthly basis for some of their reporting.  So we do have other groups that we work with and try to help out as time and funding permits us to.
And now we go into the next section, and I'll turn it over to John Quinn.
John:  I think the reason I'm here today is to sort of describe what we've done in the past with Centers for Disease Control & Prevention, and sort of how that's going to impact the architecture for this Health Data Repository.
CDC has a program, they were tasked to stand up this National Biosurveillance System, which they've called BioSense, after September 11th and the release of anthrax shortly thereafter in the United States.  So the President tasked them with the mission of creating a system to monitor what's happening in the communities across the country.  There's also another product that I know was developed jointly with Department of Defense and Johns Hopkins Applied Physics Laboratory which is called Essence, it's in use in several municipalities like Montgomery County, Maryland, and other organizations across the country.  The VA has a copy of it, we run it in our National Data Center in Austin, Texas, and the future of it is to be used for VA's own pandemic flu monitoring and perhaps hospital acquired infections.  The information here about BioSense is taken from the CDC's home page, so since I'm a VA employee I certainly don't want to misrepresent the CDC in any way.  But really BioSense's job is to provide situational awareness at various levels in organization structures from the local community to the state to the national level.  What their goal is when they collect this healthcare information from these disparate systems, is really to have real-time data.  They'd like to have 1400 hospitals that they've identified across the country feeding them real-time data, and when they mean real-time they mean every 15 minutes they want data feeds from these information systems.  They would like clinical laboratories and then also to provide information to state and regional systems, also what are called the RHIOs and some of them Health Information Exchanges.
As of April 2007, and that's the latest statistics that they have published, they have 366 facilities transmitting data that provides coverage across 37 U.S. states.  The Military Health Treatment Facilities are one of their largest data providers, as well as VA.  We send all of our outpatient encounters that are entered through primary care encounter every single day to CDC to the BioSense Program.  It's just the outpatient encounters.  And then of course LabCorp, their orders.  So they have a long ways to go, but they've made a lot of progress since this initially began in 2003.
VA started sending data to CDC in I think it was August of 2003.  And what we did was we hooked onto a process here in Austin, I work at the National Data Center, there are three National Data Centers for VA, the largest is in Austin, Texas.  National Patient Care Database was created in 1996, 1997, and HL7 messages generated out of ambulatory care reporting and the primary care encounter package sent encounters every single day, all day, to National Patient Care Database, an Oracle database.  We captured those encounters, we stripped them down, removed some of the identifying information like patient name, patient social security number, provider name, and then reformatted it and we use a product that CDC has released, it's called the Public Health Information Network Messaging System, so we have that installed in Austin and it communicates across our gateway to their system where they load the data.  So you can see that we do this twice a day, 11 a.m. and 6 p.m. Monday through Friday, and then once a day on Saturday and Sunday.  And what's at dispute here to a certain extent is CDC continues to accuse the VA of not providing timely data, and I shouldn't say accuse, but they simply cited this as an example that VA is unable to provide data fast enough for them.  I think that we provide fairly timely data, I don't have a slide, I know Linda you recommended that I put this up, but for other reasons I'll say I didn't get it on the slide show, but most of our encounters are transmitted within 24 hours of the care being rendered, and transmitted to CDC.  Now because this is a workload system and it's open for two previous fiscal years, hospitals frequently retransmit data from two years ago, or five years ago.  We have filters for the Oracle database National Patient Care Database that prevent loading some of that information, but because we're trying to meet the timeliness of CDC, we send them everything.  So it's the fire hose turned full blast onto CDC.  So when they start looking at statistics, they see well you're transmitting encounters that are three years old, and so that's skewing the number, but most encounters are actually transmitted from when they're entered in VistA to CDC within 24 hours.  So that's my defense of their argument saying we're not particularly timely.
Here's a list of data elements that we send to CDC each day.  The main thing here is that we have an internal patient ID that we've crafted, certainly you couldn't identify any patient with this number if you were to pick it up off the street.  You have to go back to the VistA system and sort of parse this, and there's a methodology for this but I won't go through that.  It's important for BioSense to track individual patients, so when they're also doing diagnosis and procedure codes in aggregate, that they can drill down to the individual patient should they need to contact a local Health Department and figure out was this person really diagnosed with anthrax.  And then of course it's based on zip code, and we're using the primary residence of the patient versus the facility where the patient had his care.  There is a little variety in that because we have snowbirds, so we certainly don't want to report patients who are living in New York as their primary residence and receiving their care in Orlando, and then trying to plot that on a map.  So they have built a rule to sort of flip that if the residence is over a certain distance from the facility where they're receiving care.  I should say that this is a small set of data elements, and if you think it's difficult working in the medical center trying to communicate what data means, try working with another federal agency who's trying to understand your data elements.  It's pretty tough, and even today we're still working with decision support or stop code identifiers.  This could tell CDC if an encounter occurred in one of our emergency departments.  But at least the last time I checked in with them, they still weren't bringing that data into their Data Warehouse for analysis, so it's just really tough.
In the beginning when CDC implemented this program BioSense in 2003, they would take action on a single ICD-9 code.  They'd contact local Health Department, they'd try to get a hold of the VA medical center, talk to the Infection Control Practitioner, and figure out does this patient really have Crimean Hemorrhagic Fever?  Well, as we began to go in through this whole strategy what we figured out was that if you type in the acronym CHF for congestive heart failure, in our Lexicon boom it pops up Crimean Hemorrhagic Fever and that's the ICD-9 code that was attached to the encounter and transmitted to CDC and BioSense program.  So this is actually a good example of where two federal agencies working together, I'm sure we drove a couple of medical centers crazy, we were able to improve our own internal system and improve our data quality, and eliminate that issue.  Now CDC, after feedback from the local Health Departments and various other organizations, discontinued this program of sentinel alerts because they were simply not willing to rely on coding, and I think it was just burning too many resources locally.  If many different patients are coded with the same diagnosis, then that's something to look at.  But certainly not one patient.  But we in the VA retained this, well we sort of copied this thing, so when the data comes in each day we send out a message with any of the flagged ICD-9 codes to Health Information Management staff, and so not very long ago in Long Beach someone was actually coded with anthrax, and so that showed up the next day and we were able to go back to the Long Beach facility and in fact it was an error.  But that's the sort of thing that gets everyone's attention really fast nationally, especially since it was coded more than once.  So we were able to take a corrective action really quickly.
The future, where does BioSense want to go?  And this really has an impact on the type of data we're collecting with Health Data Repository.  These are the main areas, the foundations.  I think it's really important that second on the foundations list is chief complaint, which we of course have embedded, and note it's not a discrete field, and so they're trying to develop methodologies to mine text.  But they would really love to have chief complaint, especially for a patient who's presenting in emergency department.  Clinical vitals is next on the list that we've been in discussion as Clyde referenced to be able to transmit our vital information to them, so not only will we have the diagnosis code, but then they'll know if they're seeing a large percent of people with high fever showing up at a facility.  And then of course under laboratory it's not just about orders, they want to see results.  They want all of this information, they're getting it apparently from some communities across the country.  And then pharmacy and radiology.  But the challenge really is, as Clyde has outlined with the Health Data Repository Warehouse, how do we meet CDC's stated goal of sending them data every 15 minutes, can they actually process VA's data in 15 minutes?  That's I think to be determined, but how does that impact what we're doing with the Data Warehouse, which we're trying to offload online transaction processing inside where the patient care is being rendered through, so there's all sorts of challenges to be able to meet CDC's goal, and really to help our entire country for that matter.  

And that's the end of this little brief introduction to BioSense, and what we're doing with CDC on that issue.  Turning this over to Linda Quinn, I mean Fischetti.  

Linda:  Thank you John.  So most of you I assume are from the medical centers?  Yep.  Have you been hearing recently in the news about how now communities are focusing on the exchange of health information to support the people in the communities, or have you received any of these phone calls?  Well, we went from 100% yeses down to about 20% yeses.  So what we're finding as a nation, and what's become all of a sudden very urgent is people have realized that the healthcare industry is behind the other industry silos in terms of using automation and information technology to be able to be efficient, to be error free.  And so all of a sudden we've had this awareness happen around us that what we've been doing for many, many years here within the VA is really what's needed right now to save the Healthcare System that currently is error-prone and very, very expensive, particularly when our Healthcare System in the U.S. is compared to other folks.  I'm not talking about VA, VA is being used as the example.  So now you see things like Time magazine publishing an article saying that General Motors is a Healthcare Company because of the cost of the healthcare that they have to buy for both their employees and their beneficiaries, their retirees, is now a Healthcare company with a car problem.  So this is the activity that's happening around us.  This has become a critical event or agenda item for this administration here within the executive branch.  The President, and I'll go into this, last summer while we were here at VeHU signed an executive order that was specifically targeted at making healthcare more aware of IT, being able to move health information between the very different places that consumers receive health care, and then also being able to glean quality data and publish that data, which of course to us we've been doing for years, but now the private sector is looking at this.  So this year, fast forward a year while we're here at VeHU, a number of us are spending a great deal of time helping to script the one year anniversary speech the President is going to be giving because VA was very much involved in helping the nation as we move forward in understanding what this is.  Some of the critical things that have been done by the Office of Quality and Performances, for example, within VA we derive quality data from the Electronic Health Record, whereas in CMS, that is so big in terms of their budget that they could buy all of VA and we would just be a line item for them, they derive their quality data from payer information, and so there's a lot of analysis taking place to figure out how can we make all of this work together.  So what I'm going to talk about specifically today is some of the background from VA from a VA perspective, how we're engaging in this national agenda, and how we're moving forward with this.
So in terms of a value statement we do know that 40% of our patients do receive care in the outside world.  We also know that from an IT point of view, if we were going to try to build a bridge between an individual VistA database or the HDR to every single health information exchange activity that's happening out there, it would be a many to many relationship because these regional health information organizations, many of them are federally funded, many of them are creating their own standards, and we would not be able to sustain a relationship technical, legal, all of those things that you have to put into it to sustain that relationship with all of them.  So we've been working since 2004 to move the national agenda to understanding that there needs to be sort of a healthcare Internet, at which point there's a standard protocol, privacy, security, identifying people, whether that's a healthcare entity or whether that's an individual person, as well as standards for the technology so that everybody is meeting in the center space in exactly the same way.
So here's some of the activities that have taken place within the federal sector, and I'll go through these a little bit more, that have focused on this and that VA has had an integral part.  The first is the Executive Order, the first one was in 2004 that created within the Health and Human Services Department as a direct report to the Secretary of Health and Human Services the office of the National Coordinator, which our own Rob Klodner is now the second National Coordinator for Health Information Technology for the nation.  He's left us here from VA and has moved onto a broader pasture.  And then of course in 2006, a year ago was the Executive Order that dealt with Quality and Interoperability of Health Information.  The American Health Information Community is a federal advisory committee which is actually staffed and chaired by the Secretary of Health and Human Services, and then also the National Health Information Network, which is similar to the Healthcare Internet.
So the first Executive Order, there are four pieces.  The first one is connecting the system, that's the technology and the interoperability.  We have a number of our staff who have been very involved in taking a lot of the technology knowledge that we have here within VHA and promoting it out into the external environment.  I mentioned some of the quality work we're doing.  Here in VA we're not working on the price part of that because we don't really have a price of our care.  It costs us something, but we don't charge a plussed up price to the consumer.  And then also creating positive incentives, and that has more to do with CMS, where they're looking at actually basing payment and reimbursement on quality indicators that they collect.
The American Health Information Community, and Gail Graham here is the VHA representative and sits there at the table, you can watch her on webcast there with the secretary of Health and Human Services and a number of leaders of industry including the CEO of Intel and a number of other leaders.  The purpose of this is to make recommendations to the secretary on how to accelerate the development and adoption of Health Information Technology.
So this is what all of this activity that I was just talking about, how it interrelates and how it works together.  We're in the middle of this in terms of we have experience and opportunity to contribute to all of these activities, so we see ourselves here in the middle with the federal blue egg that's in the middle.  From the top we get strategic direction from the American Health Information Community, where Gail Graham and many others are working in leading the work of all of these different work groups that we see going across the top.  On the left hand side then we have our technology community well engaged, and they're working on Standards and Compliance Certification in the National Health Information Network and some of the other issues.  Of course the bottom one, the Health IT Adoption, we don't really participate too much unless they need our experience because of course we did adoption ten years ago and can easily test out of that.  But I'm sure you know as you read what other people are doing with Electronic Health Records, a lot of it is really focused on the adoption issues.  How do you get physicians to use it, how do you get nurses to use it, how do you configure the system, how do you get administrative buy-in and use for it.  So that's one of the major areas of emphasis that the nation is working on.
So the next thing I'm going to do is just go ahead and populate this with all of the people that are engaged from VA in these national activities, and I don't have all of the names on here because for example in the standards harmonization activity, that goes down probably 6, 7, 10 people deep within VA that's contributing.
So here's a quick graphic that takes us into talking a little bit more about the actual exchange of health information, so we need that similar methodology in the standard harmonization and acceptance of those standards for us to be able to move forward.  On top of that, we need an infrastructure for this new Nationwide Health Information Network that nobody has seen before, and it has not been built.  So these are the two things that I'm going to focus on now.
Originally the office of the national coordinator put out a contract for an NHIN architecture, and it had four different groups that came together, and they proposed what an architecture could be.  Now we're in the second round of that.  What they're trying to do now is to actually work with communities and bring communities that are interested in Information Exchange together, and have those communities then consume the services of the people who are building the technical infrastructure for the National Health Information Network.  We do have a VA representative who is working and actually selecting the ten vendors that are going to be selected in this next round, and we are working in terms of how does VA participate in this activity.
So here's a picture of it, and if you look at it we have the NHIN as the concept in the middle, and then we have separate National eHealth Information Exchange clouds that go around the side.  If you look at just the cloud on the left, you'll see that we're very much an entire National Health Information exchange entity on our own.  We are ambulatory, we are hospital, we have multiple different environments, we already exchange information with other people.  So what we're doing is working on a federal gateway where we're going to move forward together with DoD and leverage the FHIE/BHIE products that we already have and make them ready for this future interoperability.  

But of course technology is always the easy part.  We also have some legislative changes, and for VA to be able to do this it's literally going to take an act of Congress for us to able to move forward.  

We have some specific Title 38 legislation that prevents us from sharing information as easily as people who are only constrained by HIPAA are able to do, and so I'm not going to read all of this, what I'm going to do is just to  remind you that if you're working on any electronic information exchange projects you need to be in touch with your privacy officer, and of course Stephanie Putt is our National Privacy Officer, and there's not only the Title 38 legislation but there are also ongoing Office of General Counsel Rulings that are adding additional opinions I guess is what you call them, opinions to what we already know.  So that this is a moving target right now, we're working on it, and we need to be in touch with the privacy officers.
So how are we going to resolve this privacy issue?  We have asked for the Act of Congress to allow for disclosure of Veteran Health Information to healthcare providers for the treatment of the individual without a signed written authorization for each and every release.  What that means is that this level adjusts us back to HIPAA, so that we no longer are working at a higher bar, and then we also from Stephanie's office are looking at a reviewing partnership agreement so that in the future we'll be able to give guidance on how to provide standard language to cover written request requirement, and that's all taking place out of Gail's office.
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